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ABSTRACT

A fast 3-D converted-wave depth-variant common conversion point binning method
was firstdevelopedfor constantvelocity medium and then modifiebr depth-variant
velocity model. The new algorithm is fast while not losinghe accuracy of the CCP
binning. A 3-D converted-wave numerical model demonstrated its feasibility.

The prestack migration and migration velocity analysis provideevaapproach to
converted-waveR-§ processing and imaging. In the prestaugratedCCSP gather, the
asymmetry of th&-Sray path is “removed”, therefore some conventional process&s for
P can be applied t&-S processing. The new approach is verfast, flexible andstable.
The 3-D physical model and 2-D field data examples proved these features.

With the aid of a 3-DP-S physical modelingdataset, two processing flows for
converted-wave were evaluate@ne is theconventional converted-way@ocessing flow
with CCP binning,P-S NMO and poststack migrationThe other is th@rocessing flow
with converted-wave prestack migration.
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Chapter 1 - Introduction

1.1 Background

Three-dimensional (3-D) seismic acquisition has been becoming an essential tool in
seismic exploration and development in the Betade. Exploration companiésve
turned to the 3-D method to optimize investment and minimize risk (Buchanan, 1992). The
interpretation of 3-D converted-wav@-S) data camot only enhancehe interpretation
results ofP-wave data, butanalso provide independent informatiosiich asanother
image of thesubsurfaceand illumination of an interfacevhich may not have &-wave
velocity contrast, but whicimay have arS-wave velocity contrast. Includingonverted-
wave data intoour interpretation may lead to a fully integrated interpretatiorstaficture,
lithology, porosity and reduction ie risk of finding hydrocarbongéTathamand Stoffa,

1976; Tatham, 1982Tatham etal., 1983; Tathamand Goolsbee, 1984Tatham and
Stewart, 1993).

1.1.1 The difference betweerP-P and P-S data acquisition and processing

The acquisition, processing and interpretation of B-Dave seismic dathasbeen
fully developed in recentears. However, for converted-wavése 3-Dprocessing flow
is in early development. Becausetbé asymmetric characteristic of tfeS raypaths
shown in Figure 1-1,ts processing ismuch more difficult than thepure P-wave
processing.



source [] MP receiver

RP CP

FIG.1-1. Diagram of-P wave and®>-Swave ray paths.
RP:P-P reflection point; CPP-Sconversion point

For anisotropic mediumwith a flat reflector, the P-P raypath is symmetric,
whereas th®-Sraypath is asymmetric due to the fact thatSkeave velocity is lower than
the P-wave velocity. Moreovertheir polarization directions aralso different. The
polarization direction oP-wave is in ray path direction and the polarization directio -of
wave is perpendicular tine raypath. Hence, foB-D and three-componel(8-C) data
acquisition, not onlythe verticalcomponent, but alsthe in-line (receiver-line) andross-
line (shot-line) horizontal components are recorded, in order to obtain radihasderse
components with respect to the source-receiver azintuth.conventionalP-P recording,
source-receiver offsets can be from zero-offset to reasonablyofisges, but for mode-
converted waves, data with moderate offsets are most useful (L&v@@8), according to
the principle of partitioning of wave energy on a reflectafter data have been collected
from a field survey or from a physical modeling experiment, copextessing procedures
(or flow) are important to obtain the optimum image of thésurface. Due to the
asymmetry ofP-S raypathsdata acquisitiorand processing foP-S datadiffer from that
for pureP-wave data.

The key step in 3-[P-Sdata processing is the concept of common conversion point
(CCP) binning. Asymptotic CCP stacking and depth-variar@CP stacking for 2-D
converted-wavesurveyshave been developed by the CREWES Project in regests
(Eaton and Stewart, 1989). For 3-D converted-wave surveys, azimuth haskerbato
account inCCP binning. In order teenhanceP-S wave energy and improve signal-to-
noise ratio to obtain good stacked data, component rotation (Lanel&S4d), converted-
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wave NMO (Slotboom et al, 1990and modal separation &-P wave energy an®-S
wave energy (Dankbaar, 1985; Lane et al., 1993) are applied.

1.1.2 Comparison between physical and numerical modeling

Physical modeling and/onumerical simulation are oftensed toevaluate the
feasibility of experimentatiesign anddataprocessing withouthe cost of field acquisition
(Chen and McMechan, 1993; Ebromaét 1990; Chon and Turpenind990). Physical
modeling is a very useful way &valuate experimentaesign,dataprocessing algorithms
and interpretation methods finat the modelnd acquisition geometry acentrolled, yet
the data have many of the characteristics of field (@keen and McMechar,993). In
physical modeling, discretization in numerical modeling isnesded, approximations and
assumptiongnay beavoided, and roundoff errors do natcumulate. Furthermore,
compared to numerical modellinghethods, physical models suffer fromall of the
experimentalerrors that plague actual fieldvork, such aspositioning uncertainties,
dynamic-range limitations and undesired (but real) interfering events (Ebrom et al., 1990).

1.1.3 Review of converted-wave CCP binning

In the implementation of 3-D converted-wawiata processing flow, some
algorithms have to bdeveloped. Among them is the commoconversion poin{CCP)
stacking orbinning. Lane and Lawton (1993have developed a 3-D asymptotic CCP
algorithm. For both2-D and 3-D converted-wav€CP binning methodsalthough
asymptotic CCP binning is simple and fast, it is only a first-order approximatibe ¢fue
conversion point.Conventional binning parameteisr asymptoticCCP binninglead to
periodicities in bottoffset and fold (Eaton etl., 1990). Furthermore, whehe source
line interval is an integer multiple of ttgroup interval multiplied by the averagép/Vs
ratio, empty bins occur. Although the choice of an optimum bin size cswive this
problem, these bins are always larger than conventimnalwith asize of half thegroup
interval (Lawton, 1993). Tessmer aBéhle's (1988epth-varianiCCP binningmethod
is accurate for a simple horizontally layemeeédium. Howeverbecause the calculation is
complicatedand must be done fagachbinnedtime sample, the method isvery time-
consuming. Ageneralization of Tessmer aBeghles’smethodwas described by Taylor
(1989) totake into count of theource andeceiver elevations atepths. Therefore, the
method is also suitable to Vertical Seismic Profile (VSP) CCP binning or stacking.

To speed up Tessmer and Behle’s depth-va@G&® binning algorithm, Zhong et
al. (1994) proposed so-called one ste@CP stacking technique. Theglaim that the
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technique enables the accomplishment of reflection puoiigration, non-hyperbolic
moveout andCCP stacking in onestep. It isactually no more than anothapproach of
depth-variantCCP stacking. They pre-calculate the horizontal distances (D) of the
conversion points to the source-receiver midpointghergivenoffset bins,andall of the

time samples at the given velociB-P andP-Swaves) control points and stdieem in an
interpolation table. In the implementation of CCP stacking, for a given input tracyud

for each time sample is obtained by looking up the interpol&diole. In some situations,

this algorithm can speed the depth-variant CCP stacking processing,3Dtadase, if the
number of velocity control points, the number of offset bins and the number of samples are
large, the algorithm needs very large computer memory to store the pre-cotapletehd

the 3-D interpolation is also veslow. The size of the interpolation table can be reduced

by increasing the offset bin spacing, but this is at the expense of reducing the CCP stacking
accuracy.

1.1.4 Conventional 3C-3D prestack imaging

In order toget an optimum image of th&ubsurface structures usiegnverted-
waves, another importanprocess is converted-wavaigration and migrationvelocity
analysis. Migration in general is @rocessthat attempts t@econstruct anmage of the
original reflecting structure from energy recorded on input seigraices. Prestack
migration is a direcprocesshat moveseach point sample intall the possiblereflection
positions, and invokes the principles of constructive and destructive interferermoeetite
the actuaimage. Analternatedescription of the migratioprocess starts bgelecting an
output migrated sample. All input traces are searched to find eti@tgontributes to the
output sample. This second description is the basic of Kirchhoff migration (Bancroft et al.,
1995) .

The conventional procedufer converted-wavemaging is dip moveout (DMO),
velocity analysis, normal moveout(NMO), CCP stacking and poststacknigration
(Harrison, 1992; Cary,1994). Because of the difference between #4> and P-S
raypaths DMO processing for converted-wavesnmich more complex than théir P-P
waves and Kirchhoff-styldDMO algorithm seems to béhe only appropriatechoice
(Deregowski, 1982; Harrison, 1992). HdiSwave velocity analysis and normal moveout
correction, a time-shifted hyperbolic moveout approximaltiaa to banade(Slotboom et
al, 1989, 1990).

To achieve the common reflection point stacking DO processing, the
conventional approach is to apply DMO processing after NMO correction. But any velocity
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error inNMO correction may affect thBMO processing results. This is why 1986,

Stolt expressethe desirdor an operator "whicmigrates the unstackedhta, butleaves
NMO and stackalone”. Due tothis kind of motivation, Forel and Gardner (1987 and
1988)introduced eDMO-NMO algorithmfor P-P dataprocessing in a constakelocity
medium. Asthefirst step,the algorithmconverts a giverracefrom two-waytraveltime

(1), offset (2h) domain intat{, k) domain, in whichy is the transformation dfme (t) and

k is the transformed offset (2h). Thalculation of kandt;, areboth velocity-independent

and depth-independent. Iy, ( k) domain,the relationship between and k becomes
hyperbolic even for the evefrtom a dipping reflector. Sthe velocityanalysis in {1, k)
domain is dip-independent. It can be applied to any ensemble of tracestteovhat the
variations in azimuth and offset may be. Then, the zero offset trace is obtained by standard
velocity analysis andtack. The amplitude preservatidor this kind of DMO processing

was also discussed by Gardner and Forel (1990). Bettmusalculations of; and k are
depth-independent and velocity-independent, the methedrisfast. Only a bulk time

shift and a re-assignment of transformed offset fagiven inputtrace are needed to
transform a trace from (t, 2h) domain intg, k) domain. If theapplication of this method

is followed by poststack migration, it éjuivalent to prestack migration of adgtaset.

The limitation of this algorithm is that it is accurate only for constant velocity model and the
poststack migration is needed to migrate the seismic reflection to its true position.

The application ofGardner'smethod to 3-D dataet, however, sufferBom an
irregular distribution of the traces within a CMih, due to thefact, that the velocity
independent DMO operator in a constant velocity model is the same as that in tes@;D
and the line segments from source to receiver, which intdtsebins, donot necessarily
pass through the bin centers. So, Ferber (1994) thsesimilaroffset redefinition trick"
to create dataets whichmimic high fold, bin-centeradjusted,field data sorted into
common-midpointgathers. This ighe so-called migration to multipleffset (MMO)
method. Thisalgorithm is also velocity-independent, but it is a prestank migration
method and can be used to process any 2-D or 3-D dat@lsetmigration velocity can be
obtained by performing conventional velocity analysisth® MMO CMP gathers. This
method is theoretically based on the same assumptiGamser'sDMO, i.e. the constant
velocity model. This assumption is broken dowthé spatial velocity variation becomes
too severe.

Using the same principle introduced Wyorel and Gardner (1988) for DMO
processing of ordinari?-waves in a constamelocity medium,Alfaraj and Larner(1992)
extended this method to converted-wave transformation to zero (F&@Y) processing.
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In this method, the transformed offset k is the same offset-dependent parameter obtained by
Forel and Gardner (1988) for ordinamaves, but thetransformedtime t1 is velocity-
dependent. This means the calculatioty @fepends on the-wave andSwave velocities.

For aconstant velocitynodel, TZO for converted-waves hadl of theadvantagesor P-

wave processing. But fatepth-variant velocitynodel,the computation of; is not only
velocity-dependent, but also defibr time)-variant. Thereforghe algorithm may lose

some advantages, such as simple and fast.

1.1.5 P-P prestack migration by equivalent offsets and CSP gathers

Prestack migration by equivaleoifsets andcommon scatter poirfCSP) gathers
has already successfully been applieB# data processing (Bancroft, et al., 1994). CSP
gathers arecreatedfor each migrated trace by replacing the common midp@hiP)
gathers of conventiongbrocessing. Samples foreach inputtrace areassigned an
equivalent offset for each output scatter point position, then transferrettienéppropriate
offset bin of the CSP gather. By doing this, the prestiaskmigration is reduced to be a
simple re-sort of the data into CSP gathers, andélaity analysis on theSeSP gathers
becomes more effective, because @&P gatherhas higher fold and &rger maximum
offset than the conventional CMP gather has.

Prestack migration by equivalenffsets andcommon conversiorscatter point
(CCSP) gathers may be more attractive for 3-D converted-proessing. After the P-S
data ardransformed intdCCSPgathers by equivalemffsets,the asymmetry of th&-S
ray paths is "removed"”, thereforxcept all of thébenefits of the prestack migration by
equivalent offsets and CSP gatherP4R data processing, this new algoritiman simplify
theP-S dataprocessingand some algorithms, such @mventionalNMO correction and
semblance velocitgnalysis,can be applied to thECSP gatheredP-S data, and CCP
binning is not necessary.

1.2 Objectives of the thesis

This thesis is concerned with developing processing algoriton®-D converted-
wave data. A fast 3-D depth-variant CCP stacking method is implemented on synthetic and
physical data.The algorithm is suitable to depth-variant velocity modgh constant or
slowly varyingratio of P-wave toSiwave velocities. A3-D converted-wave prestack
migration and migration velocity analysis by equivaleffsets andCCSP gathers is
developed and implemented. A 34B-S physical modelingdata set over a three-
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dimensional physical model are collected. The physical modeling daisedeotest 3-D
converted-wave algorithms. Two 3-D converted-wave processing flows are developed and
evaluated, based on the physical model data.

It is expected that thevork will provide somepractical and fast algorithms to
converted-wave processing and gain some insight into the 3-D converteghwagssing.
It is proposedhat 3-Dconverted-wave prestack migration and migration velocity analysis
can simplify converted-wavprocessingand obtain a more interpretable convert-wave
image.

1.3 Data sets used in this thesis

Synthetic and physical mod®-S datasets, and Lousana 3C-2D fieldata set
discussed below are used to tist processing algorithms arebaluate 3C-3processing
flows.

1.3.1 Synthetic data set

The synthetic data used in Chapter 2 and Chapter 3 to test the fast 3-D depth-variant
CCPbining and prestack migration and migration velocity analy&se generatedsing
zero-phase wavelet having a frequency spectrud04f5-40/50Hz. This bandwidth is
close to that recorded on typical field data. More details are discussed in Chapter 2.

1.3.2 3C-3D physical model data set

The 3-D prestackime migration and migration velocitgnalysis,and the 3-D
converted-wave processing flows weleveloped and tested on a physical maoldth set
created at the University of Calgary. This data set is further described in Chapter 4.

1.3.3 Lousana 3C-2D field data set

This field datasetwas used taest the prestacime migration algorithm. It was
discussed in greater detail by Miller et al. (1993 and 1994).



1.4 Hardware and software used

The synthetic data were generateingthe ray tracingsoftwarepackage of Sierra
Geophysics, Inc., and the physical model data were acquirdte lastic Wavélhysical
Modeling System inthe Department oGeology and Geophysics ahe University of
Calgary. Most basicprocessing othe dataused in this thesis waserformed using the
Inverse Theory and Application (ITA) and Advance Geophysitaporation'sProMax 3-
D processing packages, running on a $ticrosystemdnc. workstation. Somespecial
processing algorithms are from the CREWESject's software All text processing was
done with Microsoft Word and Expressionist using Apple computers.



Chapter 2 - Fast 3-DP-S depth-variant CCP binning

2.1 Introduction

Stacking technique$or common reflection point data are commonlged in
reflection seismology toattenuate multiplesand random noise and testimate the
subsurfacevelocity distribution. The application othis technique to converted-waves is
not as simple as for conventiori®&P or S-Swave reflections, which hav®/mmetrical ray
paths. Even for simple, horizontally layeredmedia, ray paths oP-S waves are
asymmetric, ashown in Figure 2-1. Multiple coverage is not achieved by a common
midpoint (CMP)gather, but requires use tife truewave conversion pointyielding a
common conversion point (CCP) gather (Tessmer and Behle, 1988).

For a single, horizontal, homogeneous layer (Fig. 2-1), if the source-receiver offset
is small relative to the depth of tlewnversion point, a first-ordesipproximation for
horizontal distanceXp, of the conversion point from the source point is given by

__2h
Xp = vV, (2-1)

where Vp and Vs are theP-wave andSwave velocities respectively (Slotboom and
Lawton, 1989; Tessmer and Behle, 1988; etc.). Binning baseduation(2-1) iscalled
asymptoticCCP binning. This is aonsiderable improvement over CNbihning, and is
computationally faster than depth-variant binning (Schafer, 1992).

In order to improve the accuracy of CCP binning, it is necessary to adoouine
depth-variance of theonversion point trajectory. Tessmer @hle (1988) have shown
that the horizontal distanc®) of the conversion point fronthe source-receiver midpoint
satisfies (Fig. 2-2) a fourth-degree polynomial equation

D*H{Z- 2n’|D-2nkZD+h{n*+Z]) = 0, (2-2)

where Z, is the layerthickness, 2h is the source-receiveoffset (Fig. 2-2), and
k=(1+V4Vp)/(1-V4Vp). A unique solution oD, which isreal and satisfieghe relation
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D <h, can be obtained explicitly.

From equation (2-2), it is clear tHat(Fig. 2-2) is the function of offs&t, depthzZ
and velocity ratioy (y=V,/Vs). The solution foD is inconsistent and is computationally
inefficient in conventional depth-variant CCP binning algorithm. Instead of esimation
(2-2) to calculat® at every sample for each input trace, Zhong et al. (1994) proposed a so-
called one stepCCP stacking technique. Theglaim that thetechnique enables the
accomplishment of reflection pointigration, non-hyperbolic moveout a@CP stacking
in one step. However it is still only another approach to depth-variant CCP stacking. They
pre-calculate th® values for the given offset bins, and all of timee samples at the given
velocity (P-P waves andP-Swaves) control points and store them in an interpolation table.
In theimplementation ofCCP stacking, for given input tracethe D valuefor eachtime
sample is obtained by looking up the interpolation table. In some situationalgtimghm
can speed the depth-variant CCP stacking processing, but in 3-D processiagyumber
of velocity control points, the number of offset bins #mel number of samples aarge,
the algorithmneeds veryarge computer memory and the 3-D interpolatiorvasy slow.
The interpolation table can be reduced by increasing the offset bin spacing, but this is at the
expense of CCP stacking accuracy.

Lane and Lawton (1993) developed a 3-D asymp@@® algorithm. For both 2-
D and 3-D converted-wav€CP binning methodsalthough asymptoti€€CP binning is
simple andfast, it isonly a first-order approximation othe true conversion point.
Conventional binning parameteie asymptoticCCP binninglead to periodicities ifoth
offset and fold (Eaton al., 1990). Furthermore, whehe sourceline interval is an
integer multiple of thegroup interval multiplied by the averagép/Vs ratio, empty bins
occur. Although the choice of an optimum bin size salve this problemthesebins are
always larger than conventional bins with a size of haligttoeip interval (Lawton, 1993).
Tessmer andehle's (1988Yepth-variantCCP binningmethod is accuratéor a simple
horizontally layeredmedium. Howeverbecause thexpression forD (Fig. 2-2) is
complicatedand D must becalculatedfor eachbinnedtime sample, the method is very
time-consuming.

In order to speethe algorithm while nolosing the accuracy of the depth-variant
CCP binning, a fass-D converted-wave depth-variant commoonversion poin{CCP)
binning methodvas developed. In this chaptére principle andmplementation ofthis
algorithm in a constant velocity medium are explained. The algorithm is then modified for
a depth-variant velocity model. Finally the algorithm is implemeatetiapplied to a 3-D
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P-Ssynthetic data set.

2.2 Fast 3-D depth-variant CCP binning

Figure 2-3 is aschematic diagranshowing howthe new 3-D depth-variant
common conversion poir(CCP) binningmethod isdesigned, whereap is the source-
receiver azimuth, and ACCP is the position of asymptotic CCP location cuitfaee. In
this diagram(Fig. 2-3), it is assumethat the data have beewrted intoasymptotic
common conversion points using equation (2-1), as discussed by Lane and Lawton (1993),
and NMO corrections have already been applied to da¢a using the time-shifted
hyperbolic equation given by Slotboom and Lawton (1989)

o, 5, (2n)? (2-3)
) 4 2 7

wheret is theP-Stravel time,t, is the zero-offseP-Stravel time2his the offset and/ is

the P-Sstacking velocity.

For a single, horizontal, homogeneous layer, as shown in Figurac&gding to
Snell's law, the following relationship exists:

V

2,

Sz (2-4)
X¢

(2h-Xc)?

1l =

where Z. is the depth of theonversion pointX. is the horizontal distance between the
conversion and sourgmints, 2h is the source-receivaffset, and vy is the ratio ofP-
wave toSwave velocity (Vp/Vs). If Z. is known,then by rationalizing equatio(2-4),
equation (2-2) can be obtained (Tessmer Bedle, 1988). However, K. is assumed,
then the corresponding depff,, of the conversion point can be expressed as

_ 1-y? (2-5)
Ze = X(2h-X¢ .
X )\/ VR(2h-Xo)2-X2

For aconstant velocitymodel,the correspondind?-S travel timet, and zero-offseP-S
travel timety, are given by

= VXE+2E | N (@hrX)*+ZE (2-6a)
vV Ve
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= é + é -
toc vy Ve (2-6b)
The algorithmhasthree steps: first,finding the horizontal distanc¥. from the
conversion point taéhe source point; thewcalculating thecorresponding deptH, ; finally,

mapping the samples to thewew bins. Figure2-4a and Figure 2-4lllustrate this
procedure, showing a plan view, and a cross section from source to receiver, respectively.

Figure 2-4 showshat the trueconversion point is alwaykcated horizontally
between the asymptoteonversion point anthe receiver. The shallowerthe conversion
point, the further the true conversion point is frive asymptoticonversion point. For
each trace in given coordinatesystem,the source andeceiverpositions are known.
Once the 3-D binning grid is chosen, all of the centers of thedsitionsare fixed in this
coordinatesystem. Giverthese parameterfhe intersections of the source-receiiree
and the binboundariescan bedetermined. In CCP binning or stacking, orhe bin
number of the sample is needed. It is not necessary to know the exact surface location of a
sample. By this consideration, only intersections whighbetween the asymptotic
conversion point (ACCP) and the receiver neeadigsidered. For example, in Figure 2-

4a, oncethe two intersectiondetween the source-receiver liaed theboundary of bin 2
have been found, the corresponding distanggsandX., can be calculated. Substituting

the horizontal distanceX., offset 2h and velocity ratioy into equation(2-5), the
corresponding depthds andZ, for X,; andX, can be derived respectively, sisown
in Figure 2-4b. Zero-offset two-waytravel timesty; and ty,, corresponding to depths
Zs and Z,, are calculatedising equation(2-6b). Finally,the samples betweetme
interval tos andty, are relocated to their new biumber,bin 2. For the exampleshown

in Figures 2-4a and 2-4b, the equations (2-5) and (2-6b) are solved ontyniegdor this
trace.

Based on the above discussion, compared with the conventional depth-variant CCP

binning, the new depth-variantCCP binningmethodhasthe following advantages. The
derivation is very straightforward aride calculations of deptt, from X, are simpler

than that ofX; from Z;, so the algorithm is much faster. Samples are mapped to their new

CCP binning locations block-by-block, instead of sample-by-sample, so it is aaypaly
way to implement the 3-D depth-variant CCP binning method.
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2.3 Modification for depth-variant velocities

The above procedure can be generalized to include the more realistic case of a
layered earttwherethe P-wave andS-wave velocities vary withdepth. Tosimplify the
discussionwhile retaining the general application of tbenclusions, it is assumed that,
although theP-wave andSwave velocitiesare depth-variable, their ratioy (y=Vy/Vs) is
constant or varying only slowly with depth. This is a gapgroximationfor real data at
common depths ahterest. Inequation(2-5), for agiven offset and horizontalistance
from the conversion point to the source, onlyktcity ratio y affects the depthZ. of
the conversion point. Thisneansthat, for agiven depth, velocity ratio andoffset, the
conversion pointanaintain horizontalposition regardless oP- and Swave velocity
changes. If the velocity ratigy changes slowly with depth, then taeerage velocity ratio
vy from the surface to aertain depth can based inequation(2-5). However, in the
conversion fromthe depthZ. to its corresponding zero-offset two-wasavel time,

equations (2-6) are no longer suitable.

To convert fromZ; to its corresponding zero-offset two-wégpvel time, the P-
wave root mean square (RMS) velocmﬂs) and converted-waveé’(S velocity, denoted
asv;“;s, are assumed to be available from a velocity analy$tswdve andP-S data. The
P-S RMS velocity is approximately thB-S stacking velocityused inthe P-S NMO
correction, as given by equation (2-3).

Based on the above assumptions and definitities?-wave interval velocity )
andP-Sinterval velocity ¥;) for each timesample can be calculated by todlowing
eqguation given by Tessmer and Behle (1988):

MS 2 S 2 _
( ps(i+1)) togi+1) - (V;Z(i)) tog) (2-7)

Viian =
D) tog+1) o)

as shown in Figure 2-Byherethe subscripts and (+1) refer to the and (+1) samples
respectively. Then the correspondigpths,D,, and D, for everytime sample ofP-P

andP-Sdata can be derived using the following equations:

Di+l = Di + AtN’i+1 i=1toNS (2_8)
with D=0,

where At is the sampleate,i is the timesamplenumber, NS isthe total number of
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samplesVi.1 is the interval\/IO or Vs at timesamplei+1, Dj,1 andD; are D, or Dy at
the time samples-1 andi respectively. Thes®, or Dy values forthe velocity control

pointsare computed anstored in atable for later use. Forthe P-P and P-S data, the
corresponding depth®{, and D) for the sameime sample aredifferent. In order to

calculate the interval velocity ratigyy, theP-wave andS+wvave velocities at the same depth

areneeded. Byinear interpolation, th&-wave interval velocity aeach reference depth
(Dps) can be obtained. Because the interest B-Bidataprocessingthe reference depth

is chosen to be that corresponding to each time sample BfSldata.

Now that the P-wave interval velocity and®-S interval velocity at the depth
corresponding to eadime sample of thd-S data have beeobtainedthe nextstep is to
calculate theswave interval velocity. Again according tolfessmer & Behlg1988), the
relationship between the interv@lS velocity andP-wave andS-wave velocities can be
approximated as

2
Vosti) = V(i) V(i - (2-9)

With this derivedSwave intervalvelocity, velocity ratioy for eachdepth, corresponding
to each time sample &-Sdata, can be derived simply by

V .
N0 (2-10)

Then the average velocity ratipr can be derived as following:

1 (2-11)

i
W= > Y
=i

In equation (2-4) or equation (2-5), in order to calculate the d&gptbr a given offsetZh)
and horizontal distance frothe conversion point tdhe source point X.), the average

velocity ratio (y) from the surface to this depth must be knownyithanges wittdepth.
This gives rise to the question of how tiyecan be obtained without alreakigowing Z,. .

To deal with thigproblem, the following approximation technique issed. As shown in
Figure (2-4b) and discussed above, before the calculatidg pthe depthZ.5 has already

been calculated. The average velocity rajficat depthZ; is used inequation(2-5) to
calculate thadepth 204 which isthe first-order approximatiorfor the true depthZ..
Given the calculateddepth Zc4 an updated average velocity ratg at Zc4 can be

calculated. Substituting this new average velocity rgtinto equation(2-5), the second-
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order approximatiorfor the trueZ,, can beobtained. Generally, amdicated in the

assumptionsthe average velocity ratioy) changes very slowly with depth, so the
second-order approximation can match the true dégthwell.

The conversion of depth. into its corresponding zero-offseto-way travel time
is very simple. Asmentionedearly, foreach timesample ofP-S data,the depthDg is

already calculated arghved in a table. By looking in this tabllee zero-offset two-way
travel timetp, corresponding the calculated deh, can be found.

2.4 Application ofthis new algorithm to synthetic data

This algorithm was first applied to a converted-wave synthetic data set generated by
ray tracing using Sierra software.

2.4.1 Model description

As shown in Figure 2-6, the 3-D numerical model consists of four flat layers with a
pyramid sitting on the top of the base layer. The cross-sections of the model in north-south
and east-west directions, whiaeheacrossthe peak of thgyramid,areshown in Figures
2-7a and 2-7b respectively. thesetwo figures,the interfaces of the pyramid morth-
south direction, which idefined as receiver-line or in-lirdirection,are symmetrical and
their dip angles are 3@egrees, whereabat in east-west direction, which is defined as
shot-line or cross-line directiorgre asymmetrical andith dip angles of 10 and 20
degrees. The depthH3;wave andS-wave velocities othe different layers aralsoshown
on these figures. The summit height of the pyramid is 300 m and its p#a@® e below
the second layer. The motivation to generatiis kind of modelwas to (1)simulate a
depth-variantP-P and P-S velocity model, aswvell as a depth variant velocity rati(®) to
compare the images of dipping reflectarsing different CCP stacking or binning
algorithms;(3) to demonstrate converted-wave prestack migration and migregiocity
analysis, which are discussed later in chapter 3.

2.4.2 Geometry design and data generation

The planview of the survey is shown in Figure 2-8.There are 5shot lines
recorded withline spacing of 300 m, 25 shoper shotline and shot spacing of 100 m.
For eachshot, datawere generated along téceiver lines with a spacing 400 m, 61
receiver stations per receiver line and a receiver spacing of 50 m. The sample rate is 2 ms
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and the record length is 1.5 s. In the design of the survey, the relagvisrchosen to be

in north-east direction, because (1) the dip angles of the dipping reflectors of the pyramid is
greater than in the other directiof2) the bin spacing in receiver-line is smallé3) by

doing this,spatial aliasing caused by tHata can be effectivelgrevented. The center of

the survey is exactly at the surface location of the peak of the pyrateick, in-line refers

to receiver-line direction and cross-line refers to shot-line direction.

A 3-D P-Sdata set was created over the model using the geometry desdyine
Figure 2-9 is arexampleshotgather fromthe syntheticdata. Hereonly every second
trace isplotted. From this shot gather, it is sethat there are three major events
corresponding the three flat reflectors. For all of these events, as exfleateds ndP-S
energy at zero offset because Pvvave is converted, and it increases with increasing
offset (orthe incidentangle). After a certainoffset, it becomes smallewhen the offset
increases further until reaching tbetical angle, at whichthe P-S energy is agairzero.
After the criticalangle,the amplitude becomesirong andthe phase is reversed. The
reflections fromthe dipping reflectors caalso be seen very clearly, but it is raar if
these events are pre-critical or post-critical.

2.4.3 Comparison between asymptotic and depth-variant CCP binning

The synthetic dataet was first processed bgsymptoticCCP stacking. The
example stacked section in the in-line directioshswn in Figure 2-10.This section is
exactly at the samposition asthe crosssection in Figure2-7a. The velocity ratio for
asymptotic CCP stacking B0. Asanticipated, every fourttrace isempty, because the
conventional in-line bin spacing of 25 was choserand thesourceinterval is an even
integer multiple of thegroup interval multiplied by the averagép/Vs ratio. Also, the
reflectionsfor the dipping reflectors arpoorly imaged, because difie effect of dip-
moveout and inaccuracy of CCP stacking.

The data arelso processed usirthe new depth-variantCCP binningtechnique
developed in this chapter. The example stacked section, which is at the same position as in
Figure 2-10, is shown in Figure 2-11The comparison betwedfigure 2-10 and the
Figure 2-11 shows that the empty bins no longer exist, and more importlaati;mage of
the dipping reflector is improved greatiHowever,careful examination of thehallowest
event in Figure 2-11 shows that some traces still have zero amplitudes. This is because of
the lack of near offset traces and NMO stretch mute at these CCP bins.
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FIG. 2-3. Schematic diagram for 3-D depth-variant common conversion

point (CCP) binning.
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how to implement 3-D depth-variant CCP binning method.
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FIG. 2-5. The diagram showing the relationshipPebvelocity
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FIG. 2-6. The 3-D plan view of the four layer model showing the
layers, the pyramid and the survey. The center of the survey is at the
surface location of theeak of thepyramid.
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FIG. 2-7. Cross-sections of the 4-4ayer model. (a). the cross-section is in
receiverdine direction(north-south, in-line direction) and across the center of
the survey. The in-line bin interval is 25 m, and the dipping reflactors are
symmetrical and their dipping angles are 30 degrees. (b).the cross-section is
in shot-line direction (east-west, cross-line direction) and across the center of
the survey. The cross-line bin interval is 50 m, and the dipping reflectors are
asymmetrical and their dip angles are 10 and 20 degrees.
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FIG. 2-9. Example d?-Sshot gathers. Here only every second traces of the first shot are plotted.
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FIG. 2-10. 3-D asymptotic CCP stacked section. The cross section is at the same position
and direction as the cross section in Figure 2-7(a). The velocity ratio is 2.0.
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Chapter 3 - Prestack time migration and migration
velocity analysis

3.1 Introduction

Processes d?-Sdata may be different and maremplex fromcorresponding-P
processing steps, becausePh8ray paths are different from those AP waves. Some
special processes, such as common conversion point (CCP) biRr§i§MO correction
and velocity analysi$?-SDMO and migration, must be involved. As alternative, one-
step converted-wave prestack migratioay help to simplify thg@rocessingput in some
situations it is too expensive to be practical, especialy3C-3D dataprocessing. In
converted-waverocessing, prestack migration is much more expensive tiat in P-P
wave processingyecause of complexity in its kinematics. Another important fabtatr
may discourage these of converted-wave prestackgration is that it isvery difficult to
estimate the velocities iR-S data(Tessmer and Behle, 1988arrison, 1992). Prestack
migration by equivalent offsets and common conversaatter poin{CCSP)gathers may
assist more straight forward processingpebdata (Bancroft and Wang, 1994).

Migration is a process that attempts to reconstruct an image of the original reflecting
structure from energy recorded on input seistraces. Prestacknigration is a direct
processhat moveseach sample tall the possiblereflection positions,and invokes the
principles of constructive and destructive interferencectoeate the actuamage. An
alternate description of the migration process starts by selecting an output nsgrajed.

All input traces are searchedfiod energythat contributes to the outpigample. This
second description is the basis of Kirchhoff migration (Bancroft et al., 1995) .

Prestack migration by equivaleoitfsets andcommon scatter poiftCSP) gathers,
which is based othe principle of prestacKirchhoff migration, haslready been applied
successfully t&>-P data(Bancroft etal., 1994). Inthis method CSP gathers arereated
for each migrated trace by replacing the common midgGiMP) gathers of conventional
processing. Samples for each input tracEassigned aequivalentoffset foreach output
scatter point position, then transferred into the appropriate offset bin of the CSP gather. By
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doing this, the prestack time migration is reduced to be a simple re-sort and collection of the
data intoCSP gathersand the velocityanalysis on thes€SP gathers becomes more
effective, because th€SP gatherhas more fold and a largemaximum offset than
conventional CMP gather has. The method proved &irbgler, faster andhore flexible

than the conventional approach.

Prestack migration by equivaleotfsets andCCSPgathers may be moiatractive
for converted-wave processing. Aftibe P-S data ardransformed intdCCSPgathers by
equivalent offsets, the asymmetry of ¥Sray paths is "removed”, and some algorithms,
such asconventionaNMO correction and semblance veloc#palysis,can be applied to
the CCSPgatheredP-S data, andCCP binning isnot necessary. In this chapter, | first
describe the principle d?-S prestack migration by equivaleotfsets andCCSP gathers,
and discuss the effect tife velocity uncertainty on the accuracy of the equivalésets.
Then | explainhow to performP-S migration velocity analysisising the conventional
semblance velocity analysisols. Finally,applications to numerical modeling data and
field data are discussed to demonstrate the feasibility of this method.

3.2 Prestack time migration

3.2.1 Pseudo depth for converted waves

As shown in Figure 3-1hs, h; andhe are thesource,receiver and equivalent
offsets from the CCSP surface location respectively. In this figure, it is sthavihe co-
location Efor this particular R and S can be at apgsition onthe circlewith center at
Common ConversiorScatter Point(CCSP) and radiushe. If the depth of common

conversionscatter point isZg and theP-wave andSiwave rootmeansquare (RMS)
velocities arev, ;s and Vs ms respectively, thetthe travel timegrom source (S) t€CSP

(T) and CCSP to receiver (R),() can be expressed as

h2 3-1a
SR (3-1a)
prms
22 N7 (3-1b)
T =Tot VT ,
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respectively. Wherdy, is the zero offset one way travel time for down-gdigrave and
T, is the zero offset one way travel time for up-gdsagave.

The equation (3-1) can be rewritten as following:

"\ 2 i
o (Zso) + h2 (3-2a)
S V2 ’
prms
( AR (3-2b)
2 ZI’O) + hl’
T=—7":
VSI'ITIS

In the above equation, the terrﬁ'@ and Z'rO are defined as theseudo depths fatown-

goingP-wave and up-goin§wave respectively, i.e.
Z= TV rms: (3-3a)
Z10= TioVarms- (3-3b)
The true depth can be expressed as
Zo=TsVpave (3-4a)
Zp=TioVsave (3-4b)
whereV,, 5 and Vs, are theP-wave andswave average (AVE) velocities respectively.

Substituting equation (3-4) into equation (3-3) yields the following:

.V
— > 'prms (3-5a)
ZSD ZOVp ave ’
__, Verms (3-5b)
%o ZOVsave '

From the above equation, the pseudo deﬁi@sand Zo are differentfrom the true depth
Z, exceptfor a constantelocity model, andmay be differenfrom eachother. Zw and
ZIrO will be identical when the velocitieg, andVs are constant awvhenthe velocity ratio

y is constant.When the velocitiesary with depththe relative stability ofy will ensure
similar values ofV, Ve for the P- and Swave velocities. Consequentliye pseudo
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deptth'gO and ZIrO will be assumed close enough to be approximated by a sialyie

Z,.
3.2.2 Equivalent offset for converted waves

Because of the limitations of the RMS velocitiesdesussed irthe abovesection,
the P-wave andS-wave migration velocities areised inthe discussion of this chapter.
Here, the P-wave andS-wave migration velocities are defined as the velocitieswhych
the best seismic image after prestack migration casbtned. Fothe convenience, the
pseudo deptIZ'O is donated aZg .

TheP-wave ands-wave migration velocities from source and receiveC@SP are
Vp migand Vs migrespectively, then the migration velocity ratio is defined as

~_ Vp mig 3-6
Vg = -t (3-6)

In order to se¢he geometry morelearly, a crossection isshown in Figure 3-2
for the case inwhich the source,receiver andCCSP surface locationgre on the same
plane.

Following Bancroft and Wang (1994), the equivalent offset for converted-waves is
computed by equating the travel timiefrom the sourceTg and receivefl, with the travel
time T from co-located sourCB.sand receivelyy, i.e.

T=Tg+T, =T + Tgy - (3-7)
It can be expressed as
1/2 1/2 1/2 1/2
(28 +n3)"* (28 +h2)" _(z8+n2)"" (2§ +h?)" (3-8)
Vp mig Vs mig Vp mig Vs mig

Substituting equatiorf3-6) into equation(3-8) and solving foithe equivalenbffset he
gives:

he= | 1 ((z2+h2)Y%+ ymid 22 +h2) Y - 22 Y2 (3-9)

(:I-"'ymig)2

When finding the value dfi, for agiven input tracethe values othg andh, are
known, Vinig is initially assumed to be 2.Quntil a more referred value is obtained) and
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Vbmig 1S obtained from convention&-P processing. The value ofZ, is estimated by

splitting equation (3-8) into two equations, i.e.

12 12
2 1.2 2 1.2 -
o (Zend " [Znd (3-102)
Vp mig Vsmig ’
1/2 1/2
T = (Z8+n3)"" (25 +h?) (3-10b)
Vp mig Vs mig ,
which give:
7= C3-2Cy + CyC3+4h-4C)H'? (3-11a)
2 )
whereC; andC, are coefficients given by:
¢, = T2Vo mig*+ M- VP (3-11b)
1'Vr2nig
C, =21 Vo mig (3-11c)

1'yr2nig

By ensuringthe value ofZ§ is realand positive, a unique solution 8§ in equation (3-
11a) can be obtained. Substituting equation (3-11a) into eqatibda),and solving for
he gives:

p mig _

he =
(1+Vmig)2

T2V2 12 (3-11d)
T2V mig Zgw |

Equations (3-11) are used to calculate equivalent offsets.
3.2.3 The effect of velocity error on the accuracy of equivalent offset

In equations (3-11), it is shown that the equivalent offiges the function otwo-
way travel timeT, so it is depth-variant; thexpression ohe is also velocity-dependent.
Hence, it is necessary to know whathe effect of the velocitgrror onthe accuracy of
equivalent offsehe.

Shown in Figure 3-3lare thehe curves at differentCCSP surface locations,
calculatedusing the equationg3-11). Figure3-3a showsthe geometry of thesource,
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receiver andCCSPsurface positions ithe source-receivatirection. Ineachcurve, the
start time is given by:

(3-12)

hg + hh _ hs +ymighr: 1
Vp mig Vs mig Vp mig Vp mig Vp mig

Tstart = (hs+Ymighr)-
WhereV, migandVs migare theP-wave andSwave migration velocities near theurface.

In Figure 3-3b, it is seethatwhenthe CCSPsurface position (CCSP:0) exactly at the
midpoint between the source and receiligis time- and velocity-independent and equal to
the source to receiver offset. As BE€SPsurface position (CCSP:-1000 or CCSP:1000)
moves away fronthe source-receivemidpoint, the variation ofhe with time or depth
becomes greater. When the CCSP surface position (CCSP:-2000 or CCSP:203@) is
to thesource omeceiverposition,the fastest variation dfi, with time occurs. With the
CCSPlocation (CCSP:-3000, CCSP:3000, CCSP:-4000 or CCSP:40@ther away
from the midpoint, the change becomes less rapid again. As expected;uhees are not
symmetric along the midpoint because the asymmetry ofPtseray paths. Inthis
example,the source-receiveoffset is quite large (4000 m), sothe depth-dependent
property ofhe is significant. Generally, for eonventional migratiomperture he does not
change very rapidly with time, ashown in Figure 3-3b, whethe CCSP islocated
between1000 m and -1000 m. Figure 3shows howthe velocity error affects the
equivalent offsehe. Beside each curve is the relative velocity error. From this figure, it is
seen that the velocity error indeed has some effelat, oespecially at earlyimes, but with
increasing time, thigffect becomesegligible. Ifthe target depth is nathallow, this
equivalentoffset error should be withihalf of the offset binincrementfor a reasonable
velocity error to be obtained.

3.2.4 Practical computation of CCSP gathering

The calculation ohe based on equations (3-11) is poactical because tteamples
are moved to their equivaleaffset bins by a sample-by-sampleocesshence it istime
consuming. In practice, the equivalent offsats quantized into equivaleatfset bins, as
shown in Figure 3-5. Aumber of samples may hawéfsetsthat fall in the sameffset
bin. Animproved procedure starts by computithg first offset with equationg3-11),
then computing the timg, when the later samples will be located in the next offset bin.

For a giverhen, Vp mig ¥mig hs and h, solving forzg, from equation (3-8) gives
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2= NENED hfz;b% 5 (3-13a)
2bn - hs = hr

whereby, is an intermediate value, i. e.

by = (1+ymigozh(§n' h2 - ymighr2 . (3-13b)
2Ymig

Substitutingzgn into equation (3-10b) gives

(Z§n+h§)1/2 + Yo g(Zén+hf)1/2 (3-13c)

Vp mig

T,=

Instead of using equatior{8-11), equations (3-13are used tomove sample blocks to
appropriate offset bins.

3.3 Migration velocity analysis

Velocity analysis by conventional methtwt P-S waves ismore complicated than
that forP-P waves, because its normal move(WiMO) is nothyperbolic. Atime-shifted
hyperbolic NMO equation (Slotboom and Lawton, 1989; Slotbooai. etl990) isneeded
to implementP-S NMO correction andP-S velocity analysis, but the time-shifted
hyperbolicNMO equation is only a second-order approximation. AssumhagtheP-S
root meansquare (RMS)velocities are obtaineédfom P-S velocity analysis, it isstill
difficult to derive accurately th&wave RMS and/or interval velocities (Tessmer and
Behle, 1988).

By rewriting the equation(3-11d), it was foundthat in CCSP gathers, the
relationship between the-S wave two-waytravel timeand equivalenbffset is exactly
hyperbolic. This encouraging propentyotivated the furthestudy of converted-wave
migration velocity analysis.

In this section, a newP-S prestack migration velocity analysis approach is
proposed. At first, the relationship wiigration velocity with RMS and averagelocities
is discussed to gain some basic knowledge about the pogsiidégor migration velocity.
Secondly, the principle of converted-wave migration velocignalysis is presented.
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Finally, the practical velocitynalysis procedure is tested ahd convergence of velocity
analysis result is studied.

3.3.1 Principle of migration velocity analysis

Equation (3-10a) can be written in another form, i. e.

T=
Vp mig Vs mig
1/2
_(@ +Yims P26 +(1 +Ymig )°*hé _
V5 mig V5 mig

The above equation can be expressed as following form

2= 724207 (3-14a)
Szem
with
TO - (1+ymig)ZO , (3-14b)
Vp mig
and
= 2Vp mig (3-14c)
sem 1+Yig

Obviously, the relationship betwed#me two-way travel time ) and full equivalenbffset
(2he) in equation (3-14a) idiyperbolic. In thesequations,Vsem means the semblance
velocity obtained fromthe velocity analysis onthe CCSP gathers usingconventional
velocity analysistools. It hasthe similar migration velocitjorm given by Eaton and
Stewart (1991), i.e.
Vi = 2VpVs _ 2% -

VptVs 1ty

From theP-wave migration velocity analysis diSP gathersy, mig can beobtained, and

by velocity analysis,Vsemcan beobtained. Then, fronequation(3-14c), the migration
velocity ratioymig and theSwave migration velocity can be calculated by:
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2Vy mi
tnig = "2 - 1, (3-15a)
and
Vp migV
V. . —_ Upmig¥sem (3-15b)
s mg 2Vp mig ~ Vsem

Shown in Figure 3-6 are an example CCSP gather and its correspsathbtance
velocity spectrum for synthetie-S data, as discussed @hapter 2. The converted-wave
events on th€CCSP gather are indeetlyperbolic, forthe preciseP-wave andSiwave
migration velocities in calculating the equivalefitsetswhile creating theCCSP gathers.
This is expected by equatiof3-14) anddemonstrated by the highlipcused velocity
semblance. Then accurateS-wave migration velocity function can be obtaineding
equation (3-15b).

Figure 3-7 showsanother example of &CSP gather and its velocitgpectrum,
using conventiondP-P velocity analysis, fothe 3-DP-S physical modetata, whichwill
be further studied in the next chapter. In the left panel of F@ufrethe event al100 ms
is theP-Sreflection from the bottom of the model, wherdaes event at40 ms isP-wave
leakage. In this example it is seen tRgbevent, which is non-hyperbolic in conventional
CCP gather, appears to be hyperboli€@SP gather.This property is quitelear in the
velocity spectrum, in which the velocity semblance is highly focus¢alvever, in Figure
3-8, because th@-Sevent in a conventiond CP gather is notyperbolic,the velocity
spectrum is smeared due to tesumed hyperboliBlIMO equationused tocalculate the
velocity spectrum.

3.3.2 Practical velocity analysis and convergence

Equations (3-15showthat by performing velocity analysis othe CCSP gathers
using conventional velocity analysis tool, thevave migration velocities and/or migration
velocity ratios can bebtained. However, ithe calculation of equivalemiffsets using
equationg3-13), the S.wave migration velocities or migration velocity ratios need to be
known. This gives rise tthe questions of how tpractically implement velocitanalysis
and how the velocity error in the calculation of equivalent offset affects the velocity analysis
results.

Before processinthe P-S section,the P-wave migration velocities are generally
obtained fromthe processing oP-P data. Howeverthe S.wave migration velocities are
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not known and initial estimates need to beade. Because othis, the effect of initial
velocity estimation error on velocity analysis and convergence to th&tma&e migration
velocity need to be assessed

The physical model examplgas used to studihe effect of the velocitgrror on
velocity analysigesult. Table3-1 shows howthe velocityerror inthe calculation of the
equivalent offset affects the velocity analysis result.

Table 3-1. The effect @wave velocity error in the calculation of equivalent offset on the
result of migration velocity analysis.

error Vs (m/s) | relative |iteration
Vo (m/s) | Vs (m/s) | Vs (%) Vsem (M/S)erom v/ A error (%)| No.
2750 825 -40% 789 1106 19.6 % 1
2750 1100 -20 % 889 1314 4.4 % 2
2750 1237.5 -10 % 894 1324 3.7% 3
2750 1375 0% 905 1349 1.9 % 4

In this example thé>-wave velocitywas kept the same as tiewave migration
velocity while changing th&-wave velocity. FronTable3-1, it is knownthatwhen the
velocity error is lesghan 20 %, reasonabBccurate velocityesult can still beobtained.
This means that the CCSP gather and velocity anaysiairly insensitive to the velocity
error. In practice, after the velocity function is obtained by the velocity analysis on a CCSP
gather, the output velocitiege input to update the equival@fitset CCSPgather and the
velocity analysiscan berepeated. Very importantly, the updated velocity function
converges through this iteration procedure, andcaarate velocity function can finally be
reached. For example, withe initial Swave migration velocity of850 m/s,after 3 or 4
iterations,the final S.wave migration velocity withrelative error lessthan 1.9% can be
obtained. Because the algorithm is very fast and flexible, this kiiterafive procedure is
practical.
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3.4 Application and discussions

Numerical simulation might be the easiegdy to evaluate the feasibility of
experimentaldesign anddata processing withouthe cost of field acquisition. In this
section, the new algorithm is applied to a 3C-3D numerical model. Then the comparison of
this new method with conventional NMO+DMO+poststack migration or prestack migration
is principally studied. Finally, based aihe application, the effect of 3C-3D geometry
design on prestack migration is discussed.

3.4.1 Application to 3C-3D numerical model

A synthetic data set created bgingray-tracing softwarevas used t@lemonstrate
the feasibility of theP-S prestack migration and migration velocity analysiseoyivalent
offsets and CCSP gathers. The model was described in detail in sectionThd.fhodel
consists of four layers witbepth variant velocitiesMp and Vs) and velocity ratio ¥).
The third interface contains a pyramid with different dippngles. The data acquisition
geometrywas also discussed section2.4.2. Because of the limitation of the modeling
package and other facilities, the averégd using natural bin grid isrelatively low and
only aboutl8. The effect of the 3-D geometrglesign onthe prestack migration is
discussed in detail later in this chapter.

Before the application of converted-wave prestacigration, the only pre-
processespplied were "geometry" antfront mute" using ProMax. For this kind of
prestack migration algorithm, argerhaps forall of the prestack migration algorithms
which are not based on full waeguation, converted-wave energfger critical angle will
deteriorate the migration result, unless phase corrections are made.

As discussed previouslythe P-wave velocities in the application of prestack
migrationshould bethe final P-wave migration velocities.However, the P-wave RMS
velocities derived fronthe modelwere used athe P-wave migration velocities in this
exampledue to thefollowing reasons: Firstlythe P-P data set was not acquired or
processed, so it was not possible to gefRhreave migration velocities Secondly the P-
wave migration velocities aneery close tahe RMS velocities at the depth of interest and
thirdly, the calculation of equivalewiffset is fairly insensitive t¢he velocities, sothe P-
wave RMS velocitiesire accuratenough toyield a good migratedimage. The Swave
migration velocitiesfor the final iterationwere obtainedusing the iterativeprocedure,
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starting with a constar@wave migration velocity. The final Swave migration velocities
are very close to the theoretically derii&diave migration velocities.

ExampleP-S stacked sections after prestack migratamresponding to cross-
sections in Figures 2-7a and 2-7b are shown in Figures 3-9 and 3-10 respectivielst, At
by comparing the stackedections after prestack migration withe model, it is
demonstrated that this method can successhuilfyate thedipping reflections to their true
positions. Secondlthe imagefor the first reflection is spatially aliased iRigure 3-10,
but it seems reasonably good in FigBr8. The possible explanatiorare (1) the critical
offset (the offset at the critical angle) for the first layer is small, so the rotfted for this
layer is small, only about 700 m; (B¢cause othis, the actuafold for thisevent is very
low, so there are not enougpatial samples trecreate the seismic image by constructive
or destructive interference in the prestack migrat{8hthe bin size ircross-linedirection
is twice as large athat in in-linedirection, thereforéhe spatial aliasing ifigure 3-10 is
strongerthan in Figure3-9. Finally, as shown in Figure 3-fhere aretwo diffraction
events at points A and B where the dip angles change very fast. They seem to be migration
"noise”, but they are caused the fact that ray-tracing fails to simulate théractions at
thesepoints, sothe prestack migratioemearghe energy of @pike alongthe converted-
wave migration trajectory.

3.4.2 The comparison with conventional NMO+DMO+poststack
migration or prestack migration

Compared with conventional NMO+DMO+poststack migration or prestack
migration, this newalgorithm is fast andtable. As discussed the section ofpractical
computation of equivalent offset and shown in Figure 3-5, blocks of saamglesoved to
the appropriate equivalemiffset bins in this new algorithm, but ithe conventional
NMO+DMO+poststack migration or prestack migratmmocessingthe energy at a given
time sample is smeared out along BMO or prestack migration trajectory. Although the
equivalent offset bin size may affect the accuracy of the prestack migration result, especially
for the early events and high frequency content, this kind of effect is negligible by using the
appropriate bin size, at certain depth of interest and in conventional frequency band.

Generally, NMO+DMO-+poststack migration is more stable than conventional
prestack migration in the case of veloditgcertainty, particularly ifthe lateral velocity
variation is not very strong. This can betterunderstood byanalyzing their difference in
repositioning a@ime sample to its "true’position. As shown in Figure 3-11he two
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approaches try to move the converted-wave energy tinemmecordegbosition to its "true”
position, but the methods are different. NMO+DMO+poststackprocessing, at first, the
sample is vertically (time) moved to the so-calto-offset position usingelocity V1,
which is generally obtained frorthe velocity analysis. Ifthe velocity model is not
horizontally homogeneous, then the common conversion point approximation is no longer
the common spatigboint, soDMO processing is used t@move thedispersion of the
common conversiopoint. After DMO processing and rever®MO correction,velocity
analysiscan be repeated on ti@CP gather and a moraccurate velocityW, can be
obtained. Finally,the new velocity is used forNMO and poststack migration. In
conventional converted-wave prestack migration, the sample is directly moved'tudie
position. If the initial velocity/; is accuratend constant, this two approaclaee almost
identical. But if the initial velocity/; has someerror, the NMO+DMO+poststack is more
stable than conventional prestack migration, bec&lyddMO processing hasmaller
aperture than that girestack migration(2) after DMO processingthe new velocity V;
velocity analysis result is mogecurate thawy, thereforeNMO correction and poststack
migration are more accurate.

Prestack migration by equivalent offsets and CCSP gathers and its velocity analysis
have advantages ovtte two approaches discussatove in thesense ofstability to the
velocity error. Comparison of Figure 3-12 and Figure 3fidwsthat as thdirst step in
this new algorithm, CCSP gathering does molve the sample vertically, bahly moves
the sample horizontally to its corresponding offset bin to force the converted-wave event to
be hyperbolic, so CCS@gathering is fairly insensitive to velocigrror. Velocity analysis
on these migrate@ CSPgathers is more effective because the converted-wave events are
hyperbolic whether th€ CSPsurface location is over feat reflector ordipping reflector.

So a more accurate migration velodity can be obtained and ised inNMO correction.
More importantly, becausthe algorithm isvery fast and flexible, it is possible tet a
more accurate velocity functions by iteration procedure discussed early.

3.4.3 The effect of 3C-3D geometry design on prestack migration

Prestack migration, as well &MO, is a processthat reconstructsthe seismic
image by wavelet constructive or destructive interference. In ordmshievethis, seismic
datashouldhave an adequate number and even distributiotimaf and spatialsamples.
Fold, offsetand azimuthdistributionsare important factorthat might affect 3D prestack
migrationresult. These factors are more important in 3C-3D prestack migration than in
conventional 3D prestack migration, beca(sethe actuafold may be mucHower than
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the nominalone, and thefold distribution is depth-variant and generally not e @);the

offset distributionmay be quite uneven argparse due tthe inner and top mutes; (3)
because of the above reasons, the azimuth distribution may be very poor. In the following,
the effect of fold and offset distribution on prestaaigration is brieflystudied, based on

the application of this new algorithm to the numerical model.

Figure 3-13a ighe converted-wavénld mapusingasymptoticCCP binningwith
Vp Vs ratio of 2.0. The fold map is calculatetbased orthe data acquisition geometry as
shown in Figure 2-8. From this fold map, it is seen that the average fold for the whole data
acquisition is about5. Inthe migration apertureone,the fold range is from 18 to 32.
Different from the fold distribution fdP-P wave processinghe converted-wavéold map
for this special data acquisition geometrgiszero foldfor every fourthin-line bins along
the cross line direction if standaPdS bin sizesareused. But this fold distribution is not
the actual fold distribution in the processing after applyiogt and inner muteshen the
zone of interest falls in these mwenes. Figure 3-13b thefold map after muting the
offsets whichare larger thar000 m. ComparisobetweenFigures 3-13a and 3-13b
shows that the fold in the migration aperture zone is greatly reduced after mute. In order to
mute theoffsetsafter criticalangle,the actuafold for shallow(early time)events is very
low. As an example, Figure 3-13c is the actual asymptotic CCP fold map for the first event
(corresponding to time of 400 ms). The maximum fold for this case is less than 10 and the
average fold isurprisingly low. This can help to explaimvhy the first reflection in the
CCSP gathers as shown in Figures 3-14 is not as gothek ascond reflection, although
they both are from flat interfaces.

The offset andazimuthdistributions have significargffect on prestack migration
result. In this Kirchhoffstyle migration algorithm, badffset andazimuth distribution
might result in badmage for some ofthe equivalenbffset bins,because there are not
enoughspatial samples to reconstruct thew image by constructive or destructive
interference. Shown in Figures 3-l4re thetwo CCSPgathers at different surface
locations. Obviously, the nearest offset in Figure 3-14a is much largethtitan Figure
3-14b. By comparing the converted-wave events for diffexguivalentoffset bins in the
same CCSP gather, it is foutitht theresult in some offset bins Isetter than thethers,
mainly due to unevemffset andazimuth distributions. Thisproblem can be more
understandable by comparing the CCSP gathers in 3C-2D case (Wang et al., 1995).
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3.4.4. Application to Lousana 3C-2D field data set

In the numerical modelingxample,the data arenoise free,and the geometry is
regular. This is rarely true irealdata. Todemonstrate thaew algorithmfurther, it was
applied to multicomponent seismic ddtam Lousana,Alberta. Data acquisition and
previous processing were discussedreater detail biiller et al. (1994). In 1994, the
datawere reprocessed for bothe verticaland radialcomponents. The migratedP-S
section processed 1994 for Line EKW-002 is shown in Figure 3-17.P-S velocity
analysis on convention&CP supemather isshown in Figure 3-15while the velocity
analysis onCCSP gather after prestack migratiodiscussed in thischapter using
conventionalP-P velocity analysis tool ishown in Figure 3-16.Although aCCP super
gather with 9CCP gathers wafrmed to perform velocity analysis igure 3-15, the
result in Figure 3-16 istill better than ifFigure 3-15. This improvementan beseen in
the highly focused velocity semblance and higher signal-to-noise ratio.

The P-S stacked sectiofor Line EKW-002 after prestack migration ishown in
Figure 3-18. Compared with Figur8-17, the bandwidth in this figure is approximately
the same, but the Viking horizon (the peak at about 1550 ms) and the Nisku event (the peak
at about1990 ms)are improved anagignal-to-noise ratio is alshigher. The prestack
migrated section in Figure 3-18 seems more interpretable than in Figure 3-17.
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FIG. 3-1. Diagram showing the ray paths and travel times for a
common conversion scatter point in a 3-D volume.
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FIG. 3-2. The ray paths and travel times for a common
conversion scatter point and the position of the equivalent offset
when the source, receiver and CCSP are in the same plane.
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FIG. 3-3. The geometry of different CCSP locations on the surface (a) and the
equivalent offsets at different locations as the function of time (b).
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FIG. 3-4. The effect of velocity error on the accuracy of equivalent
offset. The CCSP surface location is at 2000 m as shown in Figure
3-3a, and the other parameters are the same as in Figure 3-3a.

Zy

FIG. 3-5. Diagram showing how to implement calculation of equivalent offset.
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FIG. 3-6. 3-DP-Svelocity analysis after CCSP gathering. On the left is the
semblance velocity spectrum and the picked velocities. On the right is the CCSP
gather. On the semblance display, the relatively strong noises are due to the
coherent events with very small amplitude on the synthetic data.
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FIG. 3-7. The semblance velocty analysi®ebCCSP gather using
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FIG. 3-18. TheP-Sstacked section for Line EKW-002 after CCSP gathering.
Compared with Figure 3-17, it has almost the same bandwidth, but the imagings
of the Viking horizon (the peak at about 1550 ms) and the Nisku event (the peak
at about 1990 ms) are improved and the signal-to-noise ration is also improved.
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Chapter 4 - Application of 3C-3D processing flow

to physical model seismic data

4.1 Introduction

Numerical simulation and/or physical modeling are techniques which areusfen
to evaluate the feasibility of experimentisign anddata processing withouthe cost of
field acquisition(Chen etal., 1993; Ebrom efl., 1990; Chon and Turpening,990).
Physical modeling is a very usefuhy to evaluate experimentalesign,dataprocessing
algorithms and interpretation methods tivat the modeland acquisition geometry are
controlled, yet the data have many of the characteristics of field data (Cilenl&93). In
physical modeling, discretization in numerical modeling isnesded, approximations and
assumptionsnay beavoided, and roundoff errorseed not accumulate.Furthermore,
compared to numerical modellinghethods, physical models suffer fromall of the
experimentalerrors that plague actual fieldvork, such aspositioning uncertainties,
dynamic-range limitations and undesired (but real) interfering events (Ebrom et al., 1990).

In this chapter, witlthe aid of a 3-0OP-S physical modeling dataset over a three-
dimensional model, two data processing flows for converted-waves are evaluated.

4.2 Model description

The 3-D physical model consists of a rectangular-shaped cailigég into thebase
of a layer of plexiglas 9.8 cm thick; Plexglas hdaave velocity 0f2750 m/s and af-
wave velocity of 1375 m/s. Crasgctions showing the geometrytbé model arsshown
in Figure 4-1. The cavity is about 1.4 cm deep, 8.0 cm long, 5.0 cm wide and is air-filled.
As seen in Figurd-1, the model is symmetric in the in-line (receiver-line) direction and
asymmetric in the crodme (shot-line) direction. Other parameters about the model are also
shown in Figure 4-1World unitsareshown using alistance scaling factor df0,000:1.
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A time scaling factor of 10,000:1 and a velocity scaling factor ofvkete used t@onvert
from experimental to world units.

4.3 Data acquisition

A three-dimensional, three-component dataset was acquiredheverodelusing a
P-wave transducer as the source. A plan viewhefurvey is shown in Figure 4-2. All
dimensions and parameters are referred to in world units. There were 7 shot lines recorded
with line spacing of 200 m, 19 shoper shot-line and shot spacing of 50 rRor each
shot, data were acquired along re@eiver lines with a spacing @00 m, anear offset of
200 m, 18 receiver stations per receiver line and a receiver spacing ofEchshotline
lay 200 m fromthe active receivepatch. The sample intervalvas 1 msand the record
length was 1.5 s. The survey was repeated three times to enable vertical, in-ltnesand
line receiver components to be collectddere, in-line refers tothe receiver-line direction
and crossgine refers to the shot-line direction.

Figure 4-3a is an example of the collected data, showing a shot gather for the in-line
receiver component withRrwave source located at station 9sbibtline 1. The receivers
for this gather were along receiMere 5;i.e. the shot andreceiverdie in thesameplane.
For this shot gather, which Iscatedoverthe flat part of thenodel, the main reflection
events are th@-S (event 2) andP-wave leakage (event Tjom the flat interface at the
bottom of the model. By carefully examining event 2, itlear thatfor near-offset traces,
P-S amplitudes are smaller than traceh mediumoffsets. This is because amall
offsets, thd?-wave incident angle is small, anabde-converted energy is weak according
to the principle of partitioning of energy at an interface.

Figure 4-3b shows another-line componenshotgather with aP-wave source at
station 9 ofshotline 3. The receivers are still along receiver lineb&t now cover the
structured part of the model. In tHigure, events 1 and la are tRewave leakage from
the flat interface and the top of the 3-D model respectively, whereas events 2 anB-Za are
reflections from the flat basal interface and the top of the cavity respectively.
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4.4 Data processing

After a quality dateset is acquired, an appropriate processioy is the key to
yield an interpretable seismic image. Conventiondtig, 3-DP-P volume isprocessed to
the final migrated stack to get tRewave stacking or migration velocities before processing
the converted-wave volume. In this application, althoBGFD datawere collected, the
primary interest in this experiment is &valuate the 3-DP-S data processingflow.
However, for the purpose of comparison, R wave dataset was also processed using a
conventional 3-D processing flow. In this section, the two processing 8mvdescribed
and evaluated. One is the conventional B-Bprocessing flow and the other is the 32D
Sprocessing flow with prestack migration.

4.4.1 Conventional 3-D converted-wave processing

The processing flow chart developed for isotropic B-B data isshown in Figure
4-4, Some speciaprocesses, such a®omponent rotationP-S NMO correction and
common conversion poifCCP) binning were appliedComponent rotation (Lane and
Lawton, 1993) was applied to transfer the in-line and dmosssomponents intoadial and
transverse components for each source-receiver azimuth. Asymptotic caonvansion
point (CCP) binning proved to be adequate binning methddr this dataset since the
depth of interest is quite large compared to dffiset range. AP-S NMO correction
(Slotboom et al, 1990) was also implemented.

As shown in Figure 4-5after recordingtwo horizontal component$or each
source-receiver azimuth (in-line (X) and criise (Y) components)the datawererotated
into radial andtransverse components with respecthie source-receivesizimuth. The
rotation was undertaken so tiaP events on the processed vertical component were of the
same polarity as the-Sevents on the processeaddial component. Irthe isotropiccase,
the radial component will contain onB-S data while the@ransverse componeshould be
nulled. Figures 4-6a and 4-6b are examplegatdfrom in-line andcrossline component
respectively for shot station 1 on sliae 1. Inthis example, onlyhe data on thérst 5
receiver lines aréisplayed. The P-Sevent is between timels05 sand 1.25 sand this
event can be seen not only on the in-line component but ald@ crossline component.
With different source-receiver azimuths, the amplitudes oPt&eevent on different lines
vary. With the receiver lineaumber increasing,e. the receiver lines araway from the
shot position andhe source-receiver azimuths anereasedthe P-S energy on in-line
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component isweaker, whereas on creise component this event becomsisonger.

After componentrotation, it isclear that theP-S energy is almostll on the radial
component (Figure 4-7a), wherelst on theransverse component is very weak (Figure
4-7b). Ideally, thé>-Senergy on the transverse component should be zero, but because of
the large size of the transducer and minor positioaimgrs,someP-S energy leaked onto

the transverse component.

A key step inP-Sdata processing is common conversion point (CCP) binning. As
shown in Figure 2-1 irChapter 2, theconversion point lies betweethe source and
receiver, but is displaced towatte receiverposition fromthe midpoint. The exact
location depends o¥p/Vs and on the depth of treonversion point (Eaton el., 1990).
However, ifthe ratio ofoffset to depth of interest is not vegrge, wemay consider the
asymptotic location as a first approximation for binning and stacking purposes. As denoted
in Figure 2-1 inChapter 2, the horizontal distancepj of the asymptotic location away
from the source is given by

Xs

Xp:1+vslvp)

whereXs is the source-receivaffset andV, andVs are theP- and Swave velocities
respectively. For this experimenthe maximum horizontalposition error between
asymptotic common point and the true common point at the depth of inteoedy i m,
which is far smaller than the bin size (25 m).

The fold map for asymptoti€CP binning isshown in Figure 4-8. lthis figure,
the bin dimensions in in-line and crdsse directionsare half of the receiventerval, and
half of the shot interval, respectively (bahe 25m). Fromthis fold map, it is seethat
every fourthrow in the receiver-line direction i€#mpty. This isbecausewhen a
conventional common midpoint bin size of half the receiver inteAré) is usedthe fold
distribution is highly variable and emptgws of binsparallel to theshotlines may result
for the casewhenVp/Vs=2 and theshotline spacing is an even integemultiple of Ar
(Lawton, 1993). Toovercome thigproblem,the optimum bin size in asymptotic CCP
binning is proposed by Lawtgid993). Inthis methodthe optimum bin sizeAX. was
given by:
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For this physical modeling datasdt=50m, V¢/V,=0.5,and the optimum bin siz&X, is

33.3 m. The fold map using asymptotic CCP binning wighoptimum bin size ishown
in Figure 4-9, in which the fold distribution is much more even thatwith a bin size of
25 m and the empty bins have disappeared.

Before stacking, correction for normal moveout (NM@js applied to thedataset.
TheP-SNMO curve differs fronP-P NMO curve. The standard hyperbolic NMO formula
has limited application to converted-wave NMO, particularly when data with high offset-to-
depth ratio are used. Therefore, a time-shifted hyperbolic NMO formula (Slotboain, et
1990) was applied,

whereVsis theP-S stacking velocity. For aconstant velocitynodel, it haghe form of
Vps=VVpVs (Slotboom and.awton, 1989and Tessmer and Behle988). Figures 4-10

and 4-11show examples of NMO-corrected datesing the standard hyperbolic equation

and time-shifted hyperbolic equation. Carefully examining8event, it is seethat the

result of usingtime-shifted hyperbolic equation witkffective P-S stacking velocity is
slightly better than that when the standard hyperbolic equation is used. This is because the
offset-to-depth ratio in this case is not véayge, so both othese methods will provide

good results.

Figure 4-12 shows aaxample section oP-S stacked data in the receiver-line
direction, gathered with a bin size of 25 m. For efeuwy tracesthere is an emptyrace.
After linear interpolation othese emptytraces,the results are shown in Figure4-13.
When the optimum bin size of 33.3 m is usedhie asymptoticCCP binning, arexample
section ofP-S stacked data ishown in Figure 4-14, iwvhich there are no emptyaces,
but the trace interval is greater than half of the recénerval. After resampling thd?-S
stacked data with optimum bin size of 33.3 m (Figure 4-14) into that with bin size of 25 m,
the resulting section ishown in Figure 4-15. lrorder to quantitatively compare the
difference between thes&o methodsthe data inFigure 4-13 weresubtracted by that in
Figure 4-15. The result is shown in Figure 4-16, in which it is seen that the differences are
very small. Hence in datavith high S/Nand events with smadllip, the interpolation of
empty bins using a conventional CMP bin size is equivalensitty anoptimum bin size
and resampling after stack.
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The poststack migrated section BiSstacked data shown in Figure 4-13iwn
in Figure 4-17. A single-pagshase-shift migratiomvas applied to theP-S stackeddata
using a migration velocity c(l\/ st)” 2. Figure 4-18 is anigrated section of the stacked
data shown in Figure 4-15, which the P-S datawere stacked with optimum bin size of
33.3 m,and then resampled into a bin size of 25 m. Ld#berdata inFigure 4-17 were
subtracted from that in Figure 4-18, and the difference is shown in Higiie It isseen
that the difference between the migratedults of theséwo different processingows is
negligible. For comparisorthe P-P datawere also processed, usingcanventional
processing flow. The same receiver-line stacked section afigure 4-13 is shown in
Figure 4-20 and the migrated section for Figure 4-20 is shown in Figure 4-21.

Based on aboveesults, it isclear thatsingle-pass phase-shifhigration indeed
collapsed the diffractions on the stacked section, and poststack migration aldoritP+iA
processing isuitablefor P-S processing given good stacked section and atcurate
velocity estimation.

4.4.2 3-D converted-wave processing flow with prestack migration

As an alternative, a 3-B-Sprocessing flow with prestack migration was applied to
the 3C-3D physical model data set. The processing flow is shown in Biglite Instead
of using common conversion point (CCP) binnixaglocity analysishased on time-shifted
hyperbolicmoveout, converted-wavdMO and stack byCCP, the new processing flow
uses prestack migration and migration velocity analysis to yield the final image.

As discussed in Chapter 3, the prestack migration algorithm used in this processing
flow is a Kirchhoff style time migration by equivalenbffsets andcommon conversion
scatter poin{CCSP) gathers.The algorithm includes thregteps, i.e. CCSRBathering,
conventionalNMO correction and stacking bCSP gathers. The P-wave migration
velocity V, mig is obtained fromthe velocity analysis on common scatter poif@SP)
gathers by processing tReP section, and the fingdwave migration velocityVs migused
in CCSP gathering is derived from conventiovelbcity analysis ot€CCSP gathers. The
final P-Smigration semblance velociWsemis used for the NMO correction.

In the CCSP gathering, which ithe mainstep ofthe prestackmigration, the
equivalent offset bin size was chosen to be 15 m tl@dnaximum equivalertffset was
1040 m. Generallythe equivalenbffset bin sizeshould be lesthan half of the receiver
interval to preserve some high frequernmntent. The final converted-wave migration
semblance velocitysemcan be directly used in NMO correction.
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The exampleCCSP gather and its velocity spectrum seown in Figure 3-7 in
Chapter 3,using conventional velocity analysieol. It is seerthat P-S event, which is
non-hyperbolic in conventional CCP gather appears to be hyperbolic in CCSP gather. This

property isclear in the velocityspectrum, in whichthe velocity semblance is highly
focused.

Figures 4-23 is aexample section dP-S migrated data in receiver-line direction
usingthe processing flow in Figure 4-22. In Figure 4-28)ly the central part of the
whole section is plotted. Comparison ifjures 4-23 and 4-18hows that: (1). The
prestack migrated section is better thanpbststackmigrated section in imaging the 3-D
structure and collapsing diffractions2). The events in thd>-S stacked andnigrated
sections (Figure 4-13 and Figure 4-i&spectively) areasymmetric. After prestack
migration, this asymmetry seems to be removgs); Both approachefiled to image the
flanks of the cavity.

4.5 Discussion

From theP-S stacked sectioshown in Figure 4-13, it islear thatprocessed 3-D
P-S datadid successfullyield goodreflections corresponding tine 3-D model and the
base ofthe plexigladayer. Comparison ahe P-S (Figure 4-13) andP-P (Figure 4-20)
stacked sectionshowed a very good correspondermetweenP-S and P-P events.
However, for bothP-P andP-Ssections, the processed sections didyreltl good events
corresponding to the flanks of the cavity. [Eonverted-wave section, prestacigration
(Figure 4-23) alsdailed to improve the image of tHanks. This ismainly because of
spatialaliasing,especially at théower parts ofthe flanks wherethe dip angles reach 90
degrees. Another possible reason ithat the steemips of the flanks are suchthat the
conversion pointgan not cover th8anks. The third possibility isthat if there issome
converted-wave energy from these flanks, it is also very weak.

From the sections in Figures 4-20 and 4-21, it is seen thRtEhevents ar@almost
symmetrical in the receiver-line direction. This is expected $heenodel is symmetrical
in this direction(Figure 4-1). Howeverthe events in thd>-S stacked and poststack
migrated sectiongFigure 4-13 and Figure 4-lréspectively) areasymmetric. This is
probably because dhe asymmetry oflowngoingP-wave and upgoin@iwave raypaths
and the asymmetric geometry in the datguisition. Thiscan be further demonstrated by
the stacked sectioffrigure 4-23)after prestacknigration, in whichthe asymmetry of the
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image of theflanks disappears. As discussedChapter 3, after prestackigration, the

asymmetry characters due to the paths anddata acquisition geometry aremoved.
Therefore, we should be able to obtain an objective image of the reflectors.

This study hashown that physical seismic modeling is a very useWsy to
evaluate experimentalesign andlataprocessing algorithmfor 3-D P-Sdata. A3C-3D
dataset over a 3-D model was collected, which can not only be higpfihle development
of processing flow and the designtbé survey,but also be used test otheprocessing
algorithms.
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FIG. 4-12. Example section BFSstacked data in receiver-line direction
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FIG. 4-18. Example section BFS migrated data in receiver-line
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Chapter 5 - Conclusions

The main objectives ahis thesis workare to providesome insight intahe 3-D
converted-waveprocessing, talevelop algorithmgor converted-wave processes and to
simplify the 3-D converted-wave processing procedures.

5.1 Fast 3-DP-S depth-variant CCP binning

(1) In order to improve the stacked section of the converted-wave data, whether for
2-D or 3-D, depth-variant common conversion point stackingdasessary.Thefast 3-D
converted-wave depth-variaQ@CP stacking method described in Chapteprdvides an
efficient and easy way to achieve this goal.

(2) The implementatiomgains considerable speed througa mapping of samples
in blocks instead of individually, while not losirtge accuracy of conventional depth-
variant binning.

(3) With reasonableconstraints on velocities and themtio, the algorithm was
modified to deal with depth-variant velocity model.

(4) A 3-D converted-wave numerical modelsdemonstrated the feasibility of the
new method.

5.2 Prestack time migration and migration velocity analysis

(1) The calculation of the equivalenftfset for P-S waves is proved to beore
complex than thafor conventionalP-P waves, but an explicit expressioncan still be
obtained. The equivalenbffset is not only depth-dependent but also velocity-dependent.
The depth-dependent characteristic of the equivafsét becomes significanthen the
CCSPsurface location is close the source or receiverVelocity error has areffect on
equivalentoffset, especially at earlyimes, but withincreasingtime or depth, thiseffect
becomes negligible.
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(2) Asthe most important step of thisew algorithmthe practical computation of
CCSP gathering greatly speedsthp algorithm by movindplocks ofdata into equivalent
offset bins. By incorporating the front mute, the start time for the calculation of equivalent
offset increases withthe increasing equivalentffset. This can further reduce the
computation time.

(3) In CCSP gathersthe relationship between thevo-way travel time and
equivalent offset is hyperbolic. This makasnventionalP-P velocity analysis suitable to
P-Svelocity analysis.The iterativeprocedure proposed in this studypisctical, because
the CCSPgathering is fast and flexible. Thieew approach provides @nvenient but
powerful way to perform migration velocity analysis for converted-waves.

(4) The algorithm isvery stable. The CCSP gather and its velocity analysis are
fairly insensitive to the velocityerror, the velocity analysis is convergent and the
convergence speed is fast. When the velocity error is as lad§g@sanaccurate velocity
function can still be obtained by a couple of iterations.

(5) The 3-D numerical model and 2-D fieldata examples demonstrated the
feasibility of thenew algorithm. Prestacknigration by equivalenbffsets andCCSP
gathers indeed collapses the diffractions and correctly migrates the dipping seismic
reflections to the right spatidbcations. It is provedhat this prestack migration and
migration velocity analysis algorithm can simplify tReS processing, awell as improve
the image of th&@-Sreflections. The field data examplshowsnot onlythe improvement
of signal-to-noise ratio but algsbhe improvement of velocitgnalysis andhe continuity of
the seismic events, while not reducing the bandwidth.

(6) The numerical model examples also helps to understand the effect of 3C-3D data
acquisition geometry on the prestack migratiesult. Forconverted-waveprocessing,
among the othefactors,the actualfold, offset and azimuthdistributionsmight be quite
different from the nominallold, offsetandazimuthdistributions due tahe differentmute
pattern fromP-P waves. Low foldbad offset andzimuthdistributionsmay result in a
poorimage afterprestack migration, sepecial consideratioshould betaken about the
effect of these factors on converted-wave prestack migration in the design of the 3C-3D.
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5.3 3C-3D physical modeling

(1) Component rotation successfully transferred®&wave energy distributed in
both in-line andcrossline components intoadial component in the case of isotropic
medium. Time-shifted hyperbolic equation weffective P-S stacking velocityfor P-S
NMO correction improved the result &-S NMO application, everwhen the offset-to-
depth ratio is not large.

(2) Asymptotic commonconversion point(CCP) binning proved to be fast
binning method and the horizontal position difference from the true conversion point can be
small, whenthe depth of interest is large compared to dfset range. Compared with
CCP binning withconventional birdimensionsthe CCP binningmethodusing optimum
bin size made thefold distribution more even and removede emptybins. The
interpolation of empty bins using a conventional CMP bin siae found besquivalent to
using an optimum bin size and resampling after stack.

(3) Because of the asymmetry of tReS raypaths andhe particuladesign of this
survey, converted-wave events in the receiver-line directiohath stacked andhigrated
sections were found to @symmetric ovethe flanks ofthe cavity, althoughthe model in
this direction is symmetrical. After prestack migration, this asymmetry was eliminated.

(4) The application of 3-[poststack migratiomade a significant improvement to
the image of theavity, and standard poststankgration using P-S migration velocities
gave good stacked section.

(5) 3-D P-Sprocessing flow with prestackigration also improvedhe image of
theP-Ssection. With the application of prestack migration, the asymmetry afmtge of
the cavity was removed.

5.4 Future work

For the converted-wave prestack migration and migration velaaitglysis by
CCSP gathers and equivalaitsets, issues aimplitude anghase need to keddressed
and properly incorporated intthe CCSP gathering. This would help to preserve the
amplitude information after prestack migration. More work is needed to be done about the
effect of offset, azimuthand fold distribution orthe results of prestacknigration and
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migration velocity analysis. In the image of 3-D complex struaigieg converted-wave,
the energybeyondcritical angle mightstrongly affect the migratiorresult, hence further
work on this topic would assist in improving the image of the 3-D structure.

A 3-D physical modeWwith depth-variantP-wave andS+wave velocities and 3-D
structure of different dipping anglesould bemore effective to evaluate sarpecessing
algorithms and processing flow. The study of imaging 3-D structure using converted-wave
would provide amore effectiveuse of 3-D converted-wave in the aregith complex
structure.
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