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Abstract

The problem of mismatch between repeated time-lapse seismic surveys remains a chal-

lenge, particularly for land acquisition. In this dissertation, we present a new algorithm,

which is an extension of the surface-consistent model, and which minimizes the mismatch

between surveys, hence improving repeatability.

We introduce the concept of surface-consistent matching filters (SCMF) for process-

ing time-lapse seismic data, where matching filters are convolutional filters that minimize

the sum-squared error between two signals. Since in the Fourier domain, a matching fil-

ter is the spectral ratio of the two signals, we extend the well known surface-consistent

hypothesis such that the data term is a trace-by-trace spectral ratio of two datasets

instead of only one (i.e. surface-consistent deconvolution). To avoid unstable division

of spectra, we compute the spectral ratios in the time domain by first designing trace-

sequential, least-squares matching filters, then Fourier transforming them. A subsequent

least-squares solution then factors the trace-sequential matching filters into four opera-

tors: two surface-consistent (source and receiver), and two subsurface-consistent (offset

and midpoint).

We apply the algorithm to two datasets: a synthetic time-lapse model and field data

from a CO2 monitoring site in Northern Alberta. In addition, two common time-lapse

processing schemes (independent processing and simultaneous processing) are compared.

We present a modification of the simultaneous processing scheme as a direct result of

applying the new SCMF algorithm. The results of applying the SCMF together with the

new modified simultaneous processing flow reveal the potential benefit of the method,

however some challenges remain, specifically in the presence of random noise.
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Chapter 1

Introduction

1.1 Reservoir monitoring

Subsurface seismic monitoring technology has been used since the 1970’s. Reservoir

geophysicists repeat 2D or 3D seismic surveys to study reservoir conditions in order

to optimally develop hydrocarbon fields. The goal of this monitoring is to lengthen a

field’s production life, prevent water invasion, and increase hydrocarbon recovery. Seismic

monitoring technology simply adds the time dimension to seismic data by acquiring

surveys repeatedly over the elapsed time (days, months, or years).

The effects of temperature on the elastic properties of oil-filled rocks was studied by

Nur (1982) and Wang and Nur (1989) who showed the dependence of P-wave velocity

on temperature at 100% oil saturation level. Because of the success of this study and

the potential value seen in applying those lab measurements, seismic data was used to

monitor steam injection used to enhance heavy oil recovery (Greaves and Fulp, 1987). By

late 1990’s, seismic monitoring technology had been reported in many published studies

including Johnstad et al. (1993); Eastwood et al. (1994); Lumley et al. (1997); Beasley

et al. (1997); Ross and Altan (1997). The first SEG Distinguished Instructor Short

Course or DISC, “Time-lapse Seismic in Reservoir Management” was presented by Ian

Jack (Jack, 1998) and focused on seismic monitoring as an emerging technology. By 2005,

the second SEG DISC was presented by Calvert (2005); but since the technology had

been accepted by many, the course aim was to document some of the challenges facing

seismic monitoring, and possible ways of solving them, as well as other challenges that

require further research.
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There are many benefits of utilizing seismic data as a monitoring tool of the subsurface

(Lumley, 1995; Jack, 1998; Calvert, 2005; Barkved, 2012; Johnston, 2013), including:

1. Monitoring the spatial extent (lateral and vertical) of the fluids that are

to be produced or have been injected,

2. Inferring the forces that control the fluid movement and distribution in the

pore space,

3. Detecting changes in fluid contacts,

4. Detecting bypassed hydrocarbons and hence better placement of producing

wells,

5. Studying compartmentalization due to faults/fractures or caused by per-

meability variations,

6. Observing pressure changes such as pressure depletion of a reservoir.

Today, time-lapse technology is being applied in many oil and gas fields around the

world. For conventional oil and gas fields, increasing energy demand has led to new

techniques for recovering larger portions of the known assets. Monitoring these subsurface

assets as they are produced is important to both producing and consuming nations alike.

1.2 Time-lapse seismic: acquisition and processing

In this section, we briefly review some challenging aspects of acquiring and processing

seismic monitoring data sets. From this review, we will highlight the issues that require

mitigation and how we approach them in this thesis. We will focus on issues related

primarily to onshore monitoring; however in some situations, we will present some offshore

time-lapse practices for comparisons only.
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1.2.1 Acquisition repeatability

The quality of a seismic monitoring program is dependent on the quality of acquisition,

the quality of processing, and the quality of interpretation. A well-designed time-lapse

acquisition program is critical in order to obtain acquisition geometry that enables us to

minimize the mismatch between repeated surveys. The survey location affects what is

an acceptable tolerance between actual and planned source and receiver positions. This

deviation is known as δSrc+δRec, referring to changes in source location and changes

in receiver location, respectively (Landrø, 1999; Campbell et al., 2005). This deviation

depends on near surface complexity and diffraction as well as the amplitude of the time-

lapse signal at the reservoir level.

In marine acquisition, towed streamers experience lateral movements due to sea cur-

rents. This lateral displacement is known as feathering. When planning for a time-lapse

survey using towed streamers, this feathering must be considered carefully as the objec-

tive is to repeat the acquisition geometry as closely as possible. Recent advancement in

marine acquisition has made it possible to compensate for feathering such as reshooting

streamer surveys to repeat shot positions and obtain streamer swaths overlap (Calvert,

2005). Other new technology includes new acquisition tools, such as ocean bottom ca-

bles/nodes (OBC/OBN), and permanently installed receivers (Barkved, 2012). These

advancements have made it possible to acquire highly repeatable seismic monitoring sur-

veys with low error.

In land acquisition, high repeatability of acquisition geometry is possible due to the

high accuracy of GPS positioning technology. However, variations of near-surface condi-

tions can be orders of magnitude higher than the measured time-lapse difference compared

to marine time-lapse surveys. Earlier work by Pullin et al. (1987) showed that acquiring

seismic by burying geophones 10 m below the surface result in high signal-to-noise ratio

data compared to seismic data recorded from surface. More recently, Schissele et al.
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(2009) and Bakulin et al. (2012) presented tests of land acquisition where sources and/or

receivers are buried below the weathering zone. In the case presented by Schissele et al.

(2009), the best repeatability was obtained by burying both sources and receivers below

the weathering zone. The feasibility test presented by Bakulin et al. (2012) demonstrated

that burying receivers below the weathering zone and using surface sources significantly

improved time-lapse repeatability.

There are many other factors that are always addressed for planning a seismic time-

lapse survey including survey orientation, shooting direction, receiver array direction,

source positions and depths, receiver positions and receiver array configuration, fold

coverage, sample rate, and many others (Barkved, 2012). Some of these are applicable

to marine and some only to land acquisition. But in any survey design, such elements

are studied and planned carefully in order to obtain a successful and repeatable survey.

1.2.2 Processing repeatability

In time-lapse processing, the objective is to compensate for the nonrepeatabilty in ac-

quisition, reduce nonrepeatable ambient noise, and enhance the time-lapse signal due to

changes in fluid, pressure and stress. To achieve this objective, here are some of the main

elements:

• Matching the position of source and receiver pairs in time-lapse surveys

is known as 4D binning, an effective process for minimizing mismatch in

positioning and improving repeatability (Campbell et al., 2005).

• Another challenge in processing time-lapse surveys is reducing nonrepeat-

able ambient noise. Surface equipment and installations as well as com-

plexities in the near-surface are possible sources of these noises. Minimizing

ambient noise is required when processing time-lapse data set in order to

improve the match between repeated surveys.
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• Heterogeneity in the near surface and in the water column offshore, causes

small seismic event timing errors that require correction.

Additional differences between time-lapse surveys are examined and if these differ-

ences are larger than the time-lapse signal of the target then correction using deterministic

matching is applied. In some cases, these corrections might reduce some of the real time-

lapse signal or introduce a false time-lapse difference, in which case detail investigation

is required (Barkved, 2012).

To address repeatability issues, there have been developments in time-lapse processing

schemes, including parallel processing and simultaneous processing that were described

by Lumley (2001). In the parallel approach, the data are examined independently after

each processing step so that nonrepeatable differences are minimized between the two

surveys. All the parameters in the parallel scheme are tested to maximize similarity

between surveys. In the simultaneous processing method (Calvert, 2005; Lumley, 2001),

time-lapse data are merged for many of the processing steps, where data share common

statics and other common processing parameters.

Time-lapse processing has evolved over the past decade; however several challenges

remain. Some of these challenges are the mismatch caused by the time-dependent changes

in the near surface between surveys. The near surface acts as a filter that affects the

traveltime, amplitude and the shape of the propagating waves. These can have dramatic

effects on the true subsurface seismic response caused by fluid production or injection.

Therefore, to correctly process the time-lapse data set, a process known as seismic cross-

equalization (Ross et al., 1996) can be applied pre and/or post-stack to attenuate the

unwanted near-surface effects on the source waveform, the receiver response, the statics,

and the uncorrelated ambient noise.
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1.2.3 Remaining challenges

In an ideal time-lapse experiment, seismic image differences should only be present where

there is fluid production or injection or a pressure change. Figure 1.1 is a simple earth

model demonstrating change in a thin layer at a depth of about 750 m. Since the near-

surface conditions are unchanged between the baseline and the monitor survey, and a

perfectly repeated acquisition geometry for the two surveys, the time-lapse difference

(Figure 1.2) shows a clear seismic response due to changes at the reservoir level.

However, complex near surface conditions, such as seasonal fluctuations in the water

table or even daily variations in temperature, can have a significant effect on time-lapse

surveys. Figure 1.3 shows the same model presented in Figure 1.1 but with lateral

variations of near surface velocity within the same model and between the baseline and

the monitor models. This change in the near-surface velocity causes traveltime difference

between the baseline and the monitor events (Figure 1.4). Note that in the difference

section, the time-lapse response to reservoir change is more difficult to see.

In this dissertation, we show that the near-surface effects seen above can be dimin-

ished using information recorded in the time-lapse data. As we will see in Chapters 2 and

3, the seismic trace can be modeled as the convolution of four terms which are named: the

source, the receiver, the offset, and the midpoint terms after the spatial coordinate upon

which they depend. The first two terms are surface-consistent, meaning they capture

much of the near-surface geology effects. The last two terms are subsurface-consistent,

meaning they respond more to subsurface geology. As described above, most of the un-

wanted seismic response differences are associated with the near surface, and they can

mask small seismic response differences due to changes in the subsurface. Therefore, es-

timating these near-surface-related variations from the available seismic data, and then

incorporating them as filters to minimize the difference between repeated surveys will

be the topic of Chapter 3. Moreover, after applying these new matching filters, simul-
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(c)

Figure 1.1: Two simple earth models (m/s) representing baseline (a), monitor (b), and
their time-lapse difference (c). The only difference is in the reservoir slab depicting a
subsurface change due to reservoir condition change.

7



(a)

(b)

(c)

Figure 1.2: Synthetic seismic data corresponding to the velocity model in Figure 1.1. (a)
is the baseline seismic, (b) is the monitor seismic (same amplitude scaling as baseline),
and their time-lapse difference (scaled by 5) is in (c). Note the difference is only at the
reservoir level as expected.
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(c)

Figure 1.3: Two earth velocity models (units in m/s) representing baseline (a), monitor
(b), and their time-lapse difference (c). Note that both models have both near surface
and subsurface variations depicting a real land time-lapse acquisition.
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(a)

Distance (m)

(b)

Distance (m)

Time-lapse difference

(c)

Figure 1.4: Synthetic seismic data corresponding to the velocity model in Figure 1.3. (a)
is the baseline seismic, (b) is the monitor seismic, and their time-lapse difference is in
(c). All plots have the same amplitude scaling as the baseline plot.
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taneous processing, described above, is presented here with some modifications. These

modifications will be explained using examples in Chapters 4 and 5.

1.3 Dissertation contributions

The main contributions of this dissertation can be summarized as follows:

1. Theoretical extension of the surface-consistent model so that the data term

is composed of the ratio of two data sets instead of only one;

2. Formulation of a surface-consistent matching filter (SCMF) based on two

concepts: the surface-consistent model and the matching filter. The new

SCMF is designed to match one dataset to another in a surface-consistent

manner. The SCMF improves repeatability, which is particularly an is-

sue for land seismic monitoring programs. This new algorithm corrects

for time-shifts, amplitude difference, and phase difference, employing the

surface-consistent model.

3. Solution of the matching filter with time-domain least-squares algorithm,

demonstrating the accuracy and the stability of the time-domain solution

when compared to the spectral ratio method.

4. Modification of the simultaneous processing scheme generally advocated

for time-lapse processing, such that there are four-components common

between any two surveys instead of only midpoint and offset terms. This

modification is possible after applying the SCMF algorithm.

11



1.4 Dissertation organization

Our primary objective in this dissertation is to focus on the new algorithm outlined

in Section 3.2, and how the modification can be used to solve a known geophysical

problem; primarily repeatability issues (i.e time shifts, amplitude differences, and phase

shifts) in time-lapse seismic studies. Our secondary objective is to examine existing time-

lapse processing methods, such as that mentioned in Section 1.3, and explore possible

adaptation of these methods in order to maximize the benefits of the new algorithm.

In Chapter 2, we review the surface-consistent model, its theory, assumption, and

some of its applications in exploration geophysics. In addition, we will touch briefly on

the reliability of the surface-consistent methods and ways to measure the accuracy in the

context of time-lapse seismic.

In Chapter 3, a new extension of the surface-consistent model will be formulated. Its

relation to a well-known algorithm, mainly match filtering and surface-consistent model,

will be outlined. We will also explore ways to solve the new system of equations and

demonstrate that with examples.

In Chapter 4, through a synthetic time-lapse example, we will discuss the details of

how to compute and apply the new algorithm. One time-lapse processing scheme will be

discussed, that is the simultaneous processing after surface-consistent matching filters.

In Chapter 5, a CO2 monitoring example will be presented. Details of two time-lapse

processing schemes will be compared. The first one is called independent processing

and the second is known as simultaneous processing. The first scheme will be a generic

processing flow generally applied in time-lapse processing. The second scheme has been

modified in this dissertation from the well known simultaneous time-lapse processing

discussed in literature such as Lumley et al. (2003) and Calvert (2005).

In Chapter 6, we present the conclusions of this dissertation.
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Chapter 2

The surface-consistent model

2.1 Introduction

The concept of surface-consistency has been used since the early days by seismic explo-

rationists specifically for solving statics due to changes in elevation and to variations in

near-surface velocity. There were many techniques attempting to formulate and estimate

these time anomalies in order to produce a plausible seismic section. The work by Hile-

man et al. (1968) on automatic static corrections, and many others during the 1960’s,

described several ways of computing statics. Schneider (1971) and Taner et al. (1974)

were first to generalize and formulate all previous attempts into a new model that became

known as the ”surface-consistent model”. This basic model had some assumptions and

a basic general equation to be described later. Due to its simplicity and effectiveness,

the surface-consistent model became one of the most widely used models in seismic data

processing techniques, particularly for statics, deconvolution, and amplitude and phase

corrections.

In this chapter, we review the surface-consistent model, its basic assumptions, and

its general equation. A discussion of the main application in seismic data processing is

also presented.

2.2 The surface-consistent hypothesis

Conceptually, the earth is considered to be separable into a thin near-surface layer,

subject to weathering effects and other seasonal changes, and the deeper subsurface

where such changes are largely absent. The near-surface layer is considered to be a filter
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that modulates downgoing and upgoing waves traveling through it. Subsurface effects

are more likely to be nonstationary (varying with depth) but near-surface effects can be

approximated by a filter in a suitably restricted time zone.

2.2.1 The surface diagram

Prior to discussing the concept of the surface-consistent model, it is important to review

the coordinate system on which this model is based. This coordinate system is known

as the ”surface diagram” used by Morgan (1970), Shah (1973), Taner et al. (1974) and

Taner and Koehler (1981). It identifies each trace with its source and receiver coordinates

with respect to a reference coordinate system, as well as offset and midpoint coordinates.

An offset is defined as the source-to-receiver distance and the midpoint is defined as the

point on the surface halfway between the source and the receiver. The four principal

trace coordinate directions in this diagram (Figure 2.1) are:

1. Common source direction where source number is fixed but receiver number

varies.

2. Common receiver direction where source number varies but receiver num-

ber is fixed; orthogonal to common-source direction

3. Common offset direction at an angle of 45 degrees to both common-source

and common-receiver planes.

4. Common midpoint (CMP) direction at an angle of 45 degrees to the common-

source or common-receiver axis and orthogonal to the common offset di-

rection.

The zero-offset plane is where source and receiver numbers coincide, and traces are

projected to this plane for CMP-stacking.
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Figure 2.1: Surface diagram and principal trace organization.

2.2.2 Basic assumptions

Taner and Koehler (1981) made four assumptions allowing them to approximate the

surface-consistent corrections required to compensate the previously mentioned near-

surface effects. Those assumptions were:

1. The near-surface related factors are the same throughout the seismic record-

ing time (i.e source response and coupling, near-surface attenuation be-

neath each source or receiver, and receiver response and coupling).

2. Each source has a characteristic strength and signature (i.e. waveform)

that will affect all traces recorded from that source and similarly the re-

ceiver coupling effect applies to all traces recorded at a specific receiver

from any source.

3. All traces contributing to a particular midpoint gather location contain the

same subsurface information with expected offset variation.
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4. All traces must be corrected for spherical divergence, normal moveout

(NMO), and field statics in order to eliminate any amplitude or arrival

time corrections within a time window for a CMP gather.

Spherical divergence is defined as a decay of the wave amplitude as it propagates away

from a seismic source. In a homogenous medium, this decay is proportional to 1/r where

r is the radius of the wavefront. The normal moveout is a correction that compensates

for the delay in the arrival times of a flat reflector at depth due to the offset between

seismic sources and receivers. The trajectory of these arrival times as a function of offset

follows a hyperbola, and NMO removes the moveout effect on traveltimes.

Conceptually, the model separates near-surface effects from subsurface effects through

the dependence of the data upon the acquisition coordinates. Variations in the data that

depend strongly on the source or receiver coordinates are assumed to arise from features

in the very near-surface. Alternatively, data variations that depend more strongly on

midpoint and offset coordinates are attributed to features in the deeper subsurface.

2.2.3 General equation

Taner et al. (1974) and Taner and Koehler (1981) represented the trace as the convolution

of four terms expressed by:

dij(t) ≈ si(t) ∗ rj(t)︸ ︷︷ ︸
Near−surface

∗hk(t) ∗ yl(t)︸ ︷︷ ︸
Subsurface

, (2.1)

where ” ∗ ” denotes convolution in the time domain, t, and

• dij(t): Seismic trace resulting from the ith source recorded into the jth

receiver.

• si(t): Source response at surface location i.

• rj(t): Receiver response at surface location j.
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• hk(t): Offset response at offset location k.

• yl(t): Midpoint response below surface location l.

The si(t) term includes such things as the source strength and waveform, and any atten-

uation or ghosting near the source location. The rj(t) term contains the receiver coupling

strength and the influence of geology near the receiver on the recorded waveform. The

offset term contains subsurface effects that are offset dependent, such as spherical diver-

gence, or residual moveout, or surface waves, or AVO. The last term, midpoint, captures

the subsurface response below surface location l and is usually considered to be pro-

portional to normal-incidence reflectivity. This contains the response of all traces with

common midpoint and may include multiples and attenuation along the raypath. Offset

location k is computed as k = |i− j|, and midpoint location is l = 1
2

(i+ j) (technically

midpoint locations define a regular grid with half the spacing of the receiver grid).

In equation 2.1, the first two terms are source consistent and receiver consistent

and describe effects attributable to the near-surface. The second two terms are offset

consistent and midpoint consistent and describe effects attributable to the subsurface.

Equation 2.1 is based on acquisition geometry and is not ”derived” from any wave-

theoretical concepts. Consequently, even the best noise-free data will never be described

exactly by this equation. For example, the surface-consistent model is manifestly sta-

tionary (convolution is a stationary operation) and nonstationary effects such as moveout

and anelastic attenuation can only be modeled approximately by restricting the analysis

to small time windows. The introduction of the offset term and the midpoint term by

Taner and Coburn (1980) and Taner and Koehler (1981) improved the fit to the data. Ar-

tifacts due to stretching and muting are attributed to offset terms (Taner and Koehler,

1981). Midpoint terms are assumed to be the normal incidence reflectivity where all

traces at the same midpoint location contain the same subsurface information (Taner
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and Koehler, 1981). This normal incidence process is well approximated by applying

corrections such as field statics (land data), spherical divergence, and normal moveout

(Taner and Koehler, 1981; Claerbout, 1986; Cambois and Stoffa, 1992). In summary,

equation 2.1 is an approximate trace model but with a long history of successful appli-

cations.

2.3 Applications in seismic data processing

We describe below two of the main applications of the surface-consistent model in seismic

data processing, that is residual static corrections and deconvolution. The accuracy of

the model is briefly discussed using a simple synthetic example.

2.3.1 Residual static corrections

Residual static corrections are a subset of the static corrections designed to correct for

small error in the near-surface model. Sheriff (2002) defined statics as

”corrections applied to seismic data to compensate for the effects of variations in ele-

vation, weathering thickness, weathering velocity, or reference to a datum. The objective

is to determine the reflection arrival times which would have been observed if all mea-

surements had been made on a (usually) flat plane with no weathering or low-velocity

material present.”

Chapter 3 in Cox (1999) discusses the details of how to compute datum statics (also

known as field statics as they can be computed by field crews). They are the time shifts

needed at shot and receiver locations to correct traces to appear as though they were

collected with the shots and receivers at a new datum level. The basic concept of static

corrections is illustrated in Figure 2.2 which shows a schematic diagram depicting the

earth and a ray path from a source to a receiver. Originally, we record the data with

the source S and receiver R on the surface of the earth. As shown in Figure 2.2, static-
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(a) (b)

Figure 2.2: Schematic diagram depicting the earth and a ray path from a source to a
receiver showing the concept of static corrections. (a) The original recorded data with
the source (S) and receiver (R) on the surface of the earth. (b) The concept of static
corrections with a pseudo datum plane below the weathering zone and a new source (S’)
and a new receiver (R’).

corrections implies that the original model is replaced by another one where a reference

datum is chosen below the weathering zone and the source and receiver locations are

now shifted vertically below the original surface locations, S’ and R’ respectively. The

weathering layer often has very low velocity and a strong refractor at its base. Rays

traveling in this layer tend to be vertical (this may not be true in a high-velocity layer

like the permafrost). The term static implies that it is a constant time shift for the entire

trace. Sheriff (2002) described this simple technique as follow:

”(d) underlying the concept of static-corrections is the assumption that a simple time

shift of an entire seismic trace will yield the seismic record which would have been ob-

served if the geophones had been displaced vertically downward to the reference datum,

an assumption not strictly true.”

Why is this assumption not strictly true? It is primarily due to the assumption of

vertical raypaths (Figure 2.2) when computing statics. This assumption is usually not

strictly true except perhaps for zero offset. However, if the weathering layer has a low
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enough velocity, then it is a good assumption. The near-surface model is an approximate

one since it is generated from data with sparse control points, i.e deep upholes. The

lack of detailed near-surface model information results in some inaccuracies in the model

and therefore in the resulting datum static corrections. Therefore, datum statics are not

a unique set of solutions since a change in reference datum results in a different set of

corrections (Cox, 1999). Further measures are taken to correct or minimize the remaining

errors, and these remaining errors are referred to as residual static corrections.

It is important to know that residual statics are not intended to replace a good set of

datum static solutions which are generally considered as a first good approximation. A

definition from Sheriff (2002) which is more specific for residual statics is that: ”(c) data

smoothing statics methods assume that patterns of irregularity that most events have

in common result from near-surface variations and hence static-correction trace shifts

should be such as to minimize such irregularities. Most automatic statics-determination

programs employ statistical methods to achieve the minimization.”

As a result, correcting these irregularities, as stated in the definition above, should

lead to an improved final seismic section compared to a result with only datum statics

(Figure 2.3).

(a) (b)

Figure 2.3: Common-midpoint stacked sections showing the seismic data with (a) datum
statics only and the same one with (b) datum statics and residual static corrections
applied.

Various residual static correction techniques have been developed since the early
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1970’s, including, but not limited to, common-surface location, common-midpoint based,

and common offset based methods, as well as the stack power approach and other statis-

tical methods (Cox, 1999). The CMP-based method is widely used in most commercial

processing softwares. The early work of Taner et al. (1974) and Wiggins et al. (1976),

and others, on correcting time anomalies related to near-surface effects led to the concept

of surface-consistent static corrections which are simple time shifts. Correcting for these

static anomalies can have large effects on all subsequent processing steps as well as on

the display of the seismic section. These time shifts distort the seismic image of a CMP

stack and can cause problems with velocity picking.

From the surface-consistent model assumptions (Subsection 2.2.2), the near-surface

effects do not vary with depth, and if statics are assumed surface-consistent, then they

are stationary (constant with time). The goal for computing statics is to align seis-

mic reflections, hence only relative time shifts are required. To measure these relative

time differences between traces recorded from different surface positions (different source

and/or receiver locations), we assume the following:

• that traces have been corrected for field statics; and

• traces must be corrected for spherical divergence and normal moveout (the

latter is critical for eliminating apparent lateral velocity changes related to

near-surface effects as well as for stability in statics solutions when laterally

averaging residual normal moveout terms).

Basically, source and receiver coordinates are orthogonal, and thus linearly indepen-

dent; but offset is linearly dependent upon both source and receiver coordinates. There-

fore, any time shifts related to moveout leaks into both source and receiver statics, hence

moveout correction is required.

It is very common to stack the data prior to residual statics. The stacking process is
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called initial stacking or brute stacking. An initial stack routinely includes datum statics

and is used to determine whether residual statics are required as well as the choice of

the time gate to use for crosscorrelation. In addition, velocity analysis before and after

residual static corrections is a normal routine (Yilmaz, 2001; Cox, 1999).

To obtain the relative reflection time difference between two traces, a crosscorrela-

tion technique is generally used. Given two traces, d1(t) and d2(t), the crosscorrelation

function is:

φ(τ) =

t2∑
t=t1

d1(t)d2(t+ τ)dt (2.2)

where φ(τ) is the crosscorrelation function between the two traces, τ is the lag time,

and t1 and t2 are the data start and end times. The time shift between two traces is

obtained from the lag time at which the crosscorrelation function, φ(τ), has a maximum

peak value. The length of the input trace should be at least t2 − t1 + τmax, or the time

gate plus the maximum lag time, in order to avoid crosscorrelation of live traces against

zeros (Cox, 1999). In addition to time gates, bandpass filtering of the data, as part of

data conditioning before residual statics, often helps to estimate a time shift value that

matches the maximum crosscorrelation value.

There is also the choice of the pilot or reference trace for crosscorrelation. The

simplest method involves selecting a trace from a CMP gather with high signal-to-noise

ratio or summing all traces in that particular CMP gather to form a reference trace. This

reference trace is then used to compute the relative time shifts by crosscorrelating it with

all traces in all CMP gathers.

Once the relative time shifts (relative to the reference trace) have been computed for

every trace, we model them as the sum of the four terms (Schneider, 1971; Taner et al.,
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1974; Wiggins et al., 1976):

Tij ≈ Si +Rj︸ ︷︷ ︸
Near−surface

+Yl +MlX
2
ij︸ ︷︷ ︸

Subsurface

, (2.3)

where Tij is the relative time shift for the ijth trace after the application of normal

moveout (NMO) correction; Si is the surface-consistent source static correction (includes

datum and residual terms) at surface location i; Rj is the surface-consistent receiver

static correction (includes datum and residual terms) at surface location j; Yl is the

normal incidence two-way traveltime from the datum plane to subsurface reflector at the

lth CMP location; MlXij
2 is the residual moveout. It accounts for the NMO errors within

a specific time gate. The coefficient Ml has the dimensions of time/distance2, and Xij is

the offset between the ith source and the jth receiver. Equation 2.3 is a simpler form than

that presented by Larner et al. (1979) as it does not include the cross-dip components

or the noise component. The term surface-consistent in the above equation implies that

the time correction depends on the surface location of the source and receiver associated

with the trace.

Equation 2.3 is the basic traveltime form which relates the relative time shift Tij to

the source static correction (Si), receiver static correction (Rj), the structural (or CMP)

time (Yl), and the residual moveout (Ml). For every trace on the seismic line, we will

have one equation similar to that in equation 2.3. The parameters Si, Rj, Yl, Ml are

unknowns which, when computed, form the solution of the statics problem.

Wiggins et al. (1976) summarized the residual statics problem as follows:

The linear simultaneous equations that define the statics problem are said to be over-

specified (there are more equations than unknowns) and underconstrained (they are defi-

cient in the number of independent equations available to solve for the unknowns).

Averaging the residual moveout component or smoothing the structural term are some

of the constraints placed on the solution to limit the dependency of the equations on one
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another (Cox, 1999).

Wiggins et al. (1976) solved the decomposition process of equation 2.3 using the

general linear inverse method. For a noise-free case, the form is:

Gx = t (2.4)

where t is a vector of the observed time shifts, x is a vector of unknowns, and G is

a coefficient matrix that depends on the field recording geometries. G is a sparse ma-

trix with dimensions m × (Ns + Nr + Nl + Nl), where m equals the number of traces.

The residual statics problem has Ns shot locations, Nr receiver locations, Nl midpoint

locations, and Nl residual moveout terms. The dimension of x is (Ns + Nr + Nl + Nl)

× 1. Let’s suppose a simple 2D example (Figure 2.4) where we have 10 shots with 10

receivers for every shot. The total number of traces is 100. The number of midpoints

is 10, and the number of unknowns is 10+10+10+10=40, whereas the total number of

equations is 100. This simple example demonstrates the general problem highlighted by

Wiggins et al. (1976) that in most seismic data acquisition, the number of traces exceeds

the number of unknowns. Figure 2.5 illustrates the geometry matrix, G, for the simple

example mentioned above.

Figure 2.4: An example of 2D seismic acquisition layout.
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Sources Receivers Offsets Midpoints

Figure 2.5: Geometry matrix of the synthetic data where the columns represent the
sources, receivers, offsets, and midpoints. The rows represents the total number of traces.
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The least-squares solution to equation 2.3 must satisfy the following requirement

E =
∑
i,j

[
Tij −

(
Si +Rj + Yl +MlX

2
ij

)]2
, (2.5)

where the error (E) is required to be minimum (Cox, 1999).

Since the statics problem has more equations than unknowns, the general inverse

theory solves it by finding the best least-squares solution

x = (GTG)−1GT t, (2.6)

where GT is the transpose of matrix G.

In general, an m × n matrix G, can be considered as a mapping from the model

space, S(m), to the data space, S(D). There always exists a matrix decomposition

called singular value decomposition (SVD) (Lancsoz, 1961) such that

G = UΛVT . (2.7)

U (m×m) is the matrix of eigenvectors of GGT that span the data space, and V (n×n)

is the matrix of eigenvectors of GTG that span the model space. The singular values of

the matrix G are the positive square roots of the eigenvalues of the matrix GTG. Λ is a

diagonal matrix with the singular values of the matrix G in the diagonal elements in a

decreasing order. Note that some of the singular values maybe zero. Then, the SVD of

G simplifies into the compact form (Aster et al., 2005):

G = UpΛpVp
T , (2.8)

where Up and Vp denote the first p columns of U and V, related to non-zero singular

values.

The problem of solution nonuniqueness, or underconstrained as highlighted by Wig-

gins et al. (1976) in seismic residual statics, is critical in the general inverse theory.

Least-squares inverse theory provides an inverse solution that always exists and properly
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accommodates the rank and the dimension of G, if GTG is invertible. Wiggins et al.

(1976) and others have shown that the surface-consistent geometry matrix, G, has a

nontrivial null space. This means that solutions (other than the null vector) to equation

Gx0 = 0 (2.9)

exist (e.g., Aster et al. (2005)). Such a null solution can be added to any trial solution,

x, to the surface-consistent problem and we will obtain a model that fits the data equally

well. In other words, if

‖Gx− d‖ = min, (2.10)

then let’s consider

‖G (x + x0)− d‖ = ‖Gx + Gx0 − d‖ = ‖Gx− d‖ . (2.11)

Wiggins et al. (1976) characterize the nontrivial null solutions as being long wavelength in

nature. Long wavelengths are those waves that are longer than the cablelength (maximum

offset).

Because GTG is singular due to the data being underconstrained, adding a small

factor α stabilizes the inversion. This modification to equation 2.6 is known as damped

least-squares solution. The new form is:

x = (GTG + α2I)−1GT t, (2.12)

where I is the identity matrix.

In addition to the issue of small singular values, short and long wavelengths affects

the statics solution. The statics solution is accurate for small wavelengths (less than a

cablelength) where, in an iterative approach, the solution converges in very few iterations.

However, statics correction of long wavelengths would be less accurate particularly in

the presence of random noise. Even with many iterations, the solution may be exact
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mathematically but could have large uncertainties due to unavoidable random errors in

picking (Wiggins et al., 1976).

The inversion given by equation 2.12 is called direct inversion which is often impracti-

cal to solve for very large number of equations, i.e 3D data sets. Iterative methods, such

as Gauss-Seidel or the conjugate gradient approach, are used to solve such large systems.

Figure 2.6: CMP stacks before and after surface-consistent residual statics.

In summary, the surface-consistent residual static corrections involves the following

three steps:

1. computing the relative time shifts Tij by crosscorrelation, then

2. using the surface-consistent model to approximate Tij then decompose it

into the four surface and subsurface consistent terms; and finally

3. applying the surface-consistent time shifts to the traces.
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2.3.2 Deconvolution

”Deconvolution is removing the effects of filtering from a filtered waveform” (Sheriff,

2002).

Deconvolution compresses the basic wavelet in the recorded trace thus improving the

resolution and yielding bandlimited reflectivity that represents the subsurface (Yilmaz,

2001). Wavelet compression can be achieved using an inverse filter design using the least-

squares method. The inverse filter is a deconvolution operator designed to convert the

seismic wavelet to a bandlimited spike through the convolutional process. It is based on

the simple convolutional model of the recorded seismic trace, d(t),:

d(t) = w(t) ∗ r(t) + n(t), (2.13)

where w(t) is a source wavelet, r(t) represents the earth’s impulse response, and n(t) is

the random ambient noise. This is a simple model that assumes the earth consists of a

finite number of layers and that a traveling waveform reflects back at normal incidence.

The goal of deconvolution is to remove the effects the wavelet shape from the seismic

trace. In other words, because the convolutional model replaces each reflectivity spike by

a wavelet, and since the times between these reflectivity spikes are shorter than a wavelet

length, constructive and destructive interference between wavelet shapes is bound to

happen. Deconvolution attempts to compress these wavelets in time and hence resolve

each reflection.

Single-channel deconvolution is based on the assumption that reflectivity series are

white which usually is a sufficient assumption. However, it is sensitive to random noise

due to the fact that it is an inverse operator.

Taner and Coburn (1980) and Taner and Koehler (1981) decreased this sensitivity

to noise by computing the arithmetic mean of the amplitude spectrum for traces from

a common shot gather whereby a single deconvolution operator is computed to remove
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the source effect. Thus surface-consistent deconvolution is a multichannel deconvolution

which can be expanded to include statistical means of other different gathers, such as

common receivers, common offsets, and common midpoints (Figure 2.7). A postulated

surface-consistent deconvolution model form is:

dij(t) ≈ si(t) ∗ rj(t) ∗ hk(t) ∗ yl(t), (2.14)

where dij is a model of the recorded seismic trace, si is the waveform component associ-

ated with source location i, rj is the component associated with receiver location j, hk

is the component associated with offset where index k = |i− j|, and yl represents the

midpoint component [l = (i+ j)/2].

(a)

(b)

Figure 2.7: Stacked CMP sections showing the difference between single channel decon-
volution in (a) compared to multichannel surface-consistent deconvolution in (b) (Hart,
1997).

For Levin (1989), working in the time-domain to design surface-consistent deconvo-

lution filters made sense due to its stability and efficiency. On the other hand, many

others chose to work in the log/Fourier domain stating that it is simpler and the prob-
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lem reduces to a linear system (Taner and Koehler, 1981; Morley and Claerbout, 1983;

Cambois and Stoffa, 1992; Cary and Lorentz, 1993).

Fourier transforming equation 2.14, we get:

Dij(ω) ≈ Si(ω)Rj(ω)Hk(ω)Yl(ω), (2.15)

and taking the logarithm of equation 2.15, the problem becomes linear:

lnDij ≈ lnSi + lnRj + lnHk + lnYl. (2.16)

Equation 2.16 reduces the number of independent filter operators from Nt to (Ns +

Nr + Nh + Ny). Ns is the total number of shots, Nr is the total number of receivers,

Nh is the total number of offsets, Ny is the total number of midpoints, and Nt = NsNc

represents the total number of traces (Nc is total number of channels). This is a very

significant reduction considering the number of operators to solve for and the storage re-

quired for the computations. The least-squares solution for equation 2.16 is analogous to

the residual statics correction problem discussed in the previous section. There are more

equations, Nt, than unknowns, Ns +Nr +Nh +Ny. In linear algebra, this form of matrix

systems is called overdetermined. This system is also known for being underconstrained

in the long-wavelength components of the solution which means there is a deficiency in

the number of independent equations available to solve for the unknowns.

The surface-consistent deconvolution problem in equation 2.16 can be solved using

equation 2.4, where t is replaced with d (a single vector, Nt, for every frequency in the

data). The use of equation 2.12 has some advantages, one of which is that no iteration is

required, and there is no subsequent problem with data storage. The problem of inverting

large matrices can be significant, but for a small problem, this can be a quick and easy

way of solving the least-squares system.

Other iterative methods, like the Gauss-Seidel, have been used to solve the deconvo-

lution equation 2.16 (Morley and Claerbout, 1983; Cary and Lorentz, 1993). This type
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of decomposition is preferred for a large data set, and is the most widely used, where it

iterates sums over shot, receiver, offset, and CMP gathers.

2.3.3 Other applications

The surface-consistent model discussed in equation 2.14 has been at the heart of sev-

eral processing algorithms. In addition to the residual statics correction and deconvo-

lution, amplitude balancing (Taner and Koehler, 1981), phase correction (Taner and

Koehler, 1981; Cambois and Stoffa, 1993), and Gabor deconvolution (Montana and Mar-

grave, 2006) all use the surface-consistent model. Yet another application of the surface-

consistent model was presented by Nedlin (1985) to suppress multiples.

2.4 Accuracy of the model

The surface-consistent model is based on some assumptions (Section 2.2.2) made to make

the computation easy and reasonably accurate. The accuracy of the model is difficult

to quantify when processing field seismic data since the true earth model is unknown.

The mathematical formulation of equation 2.1 is quite simple (reflecting the assumptions

made) and even if a data set is noise-free, the data will never be described exactly by

this equation. Following is an example demonstrating this phenomenon.

A synthetic model (forward model) is presented in Figure 2.8 where the traces are

formed by equation 2.14 and only the source term is allowed to vary. The other terms are

all unit impulses. The geometry of this example consists of 10 shots with 10m spacing,

and 10 receivers per shot at 10m spacing. The total number of traces is 100. Figure 2.5

shows the geometry matrix, G, for this example.

We reversed the process (inverse model) by modeling the 100 traces into their four

surface-consistent terms as shown in Figure 2.9. The output model obtained from de-

composing all traces into their four terms looks different from the model in Figure 2.8.
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However, when we convolved the four output terms shown in Figure 2.9 we get a new

set of traces which we compared with the traces obtained from the forward modeling.

Figure 2.10 shows the forward model traces, inverse model traces, and their difference.

We can compute this difference (RMS of the difference) and express it in percentage:

RMSD(%) = 100 ∗

√∑
t (d2 − d1)2∑

t (d1)
2 , (2.17)

where d1 and d2 are two signals. Figure 2.11 shows the error between the seismic data of

the forward modeling and the seismic generated from the inverse modeling. In general,

the error is very low except for those traces generated from shot number 2.

In addition to the data difference, we examine the model variation (the four surface-

consistent terms) by taking the ratio of the sum of power of two adjacent filters, as

shown in Figure 2.12. By taking the ratio of two adjacent filters, we are canceling out

the longwavelength effects. The difference between the input model and the output model

is minimum (except for shot number 2), however it highlights an important observation,

the leakage to other components, where the three terms that are supposed to be unit

impulses are not exactly so in the inverse model.

The accuracy of the model depends strongly on the signal-to-noise ratio of the data.

The higher that ratio, the more reliable the approximation of the surface-consistent

model.

2.5 Summary

We presented a review of the surface-consistent model, its basic assumptions, its basic

equation, and a review of the two applications of the surface-consistent model practiced

in exploration geophysics. The surface-consistent model conceptually separates the near-

surface effects from the subsurface effects through the dependence of the data on the

acquisition coordinates. The model represents the trace as a convolutional model of
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Figure 2.8: Forward modeling of the surface-consistent model with variations in the
source term only.

Figure 2.9: Inverse modeling of the surface-consistent model. Deconvolving the same
seismic traces in Figure 2.8 results in a different model than the input model of the
forward operation. There is a leakage of the solution to other components.
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Figure 2.10: Seismic data of the forward model (a), and seismic data of the inverse model
(b), and their difference. Note the difference is minimum even though the two models
are different.
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Figure 2.11: The sum squares of the residual of the traces generated from the input
model (Figure 2.8) and the output traces generated from the output model (Figure 2.9).
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Figure 2.12: Comparisons of the two adjacent filters of the input model (Figure 2.8) and
the output model (Figure 2.9). (a) is the source ratio, (b) is the receiver ratio, (c) is the
offset ratio, and (d) is the midpoint ratio.
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its four components, two surface components and two subsurface components. The two

surface terms approximate the surface and the near-surface factors affecting traces related

to a specific source and a specific receiver. Similarly, the offset and midpoint terms

approximate the subsurface effects. Although the surface-consistent model is widely

used in seismic data processing, it is, nevertheless, an approximate trace model.

We also presented a review of two applications of the surface-consistent model in ex-

ploration geophysics, that is the statics problem and deconvolution. Both applications

are important in seismic data processing and their use is very common. Other appli-

cations of the model are mentioned. The accuracy of the surface-consistent model is

illustrated with a simple noise-free example.
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Chapter 3

Extending the surface-consistent hypothesis to

model two seismic surveys

3.1 Introduction

In Chapter 2, we presented a review of the surface-consistent model, discussed its ba-

sic assumptions, and presented its basic mathematical form. Because of complexities

of the earth’s subsurface, few assumptions are made so that we can obtain a model of

the subsurface that is easy to compute and reasonably accurate. This conceptual model

separates near-surface effects from subsurface effects through the dependence of the data

upon the acquisition coordinates. The four seismic acquisition coordinates are: common

source, common receiver, common offset, and common midpoint. The model was intro-

duced by Schneider (1971) as the basic approach for solving the statics problem. Taner

et al. (1974) formalized the model based on the four trace planes, then Taner and Koehler

(1981) presented the basic assumptions.

Although this model is not exact, it has proven to be successful in many applications of

seismic data processing, such as: static corrections Taner et al. (1974) and Wiggins et al.

(1976), deconvolution (Morley and Claerbout, 1983; Levin, 1989; Cambois and Stoffa,

1992; Cary and Lorentz, 1993), amplitude balancing (Yu, 1985; Taner and Koehler, 1981),

phase rotation (Taner et al., 1991; Cambois and Stoffa, 1993), and multiple attenuation

(Nedlin, 1985). These applications are available in commercial processing software and

are commonly used in seismic data processing workflows.

In this chapter, we introduce a new concept that is based on, and is an extension

of, the surface-consistent model. So far, the model has approximated a single data set.
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However, the concept we introduce here is based on two data sets instead on only one.

This new extension is called ”Surface-consistent matching filters” and is abbreviated

SCMF.

Since a review of the surface-consistent model has been discussed in the previous

chapter, we will focus in this chapter on the following:

1. The form of the extension in time and frequency domains,

2. the links between the new algorithm and the well known least-squares

matching filter, and

3. the SCMF decomposition.

3.2 Extending the surface-consistent hypothesis to model two seismic

surveys

Taner et al. (1974) and Taner and Koehler (1981) represented the trace as the convolution

of four terms: the source response, the receiver response, the offset response, and the

midpoint response (equation 2.1). We can rewrite the same equation with a subscript 1

to represent modeling traces from the first data set as follows:

d1(t) ≈ s1(t) ∗ r1(t) ∗ h1(t) ∗ y1(t), (3.1)

where we have suppressed the subscripts i, j, k, and l that denote explicit surface locations

and simply use the subscript 1 to refer to the first survey. Similarly, the corresponding

trace from another seismic survey (with subscript 2) may be modeled as

d2(t) ≈ s2(t) ∗ r2(t) ∗ h2(t) ∗ y2(t). (3.2)

At the moment, let us assume that the two surveys have exactly the same geometry, that

is the sources and the receivers are co-located and similarly the offsets and midpoints.
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3.2.1 Frequency-domain form of the extended model

Fourier transforming equations 3.1 and 3.2, forming their ratio, and linearizing by taking

the logarithm of both sides, we obtain

log

(
d̂1(ω)

d̂2(ω)

)
≈ log

(
ŝ1(ω)

ŝ2(ω)

)
+ log

(
r̂1(ω)

r̂2(ω)

)
+ log

(
ĥ1(ω)

ĥ2(ω)

)
+ log

(
ŷ1(ω)

ŷ2(ω)

)
, (3.3)

where ω is frequency, the ” ̂ ” denotes the Fourier transform. The left-hand side of

equation 3.3 is the data log spectral ratio and the right-hand side contains the sum of

surface-consistent terms. Using equation 3.3 to form a linear system of equations, we

can create a separate linear system for each frequency, where each such system has one

equation per trace. Provided that the number of traces exceeds the number of shots

plus the number of receivers plus the number of offsets plus the number of midpoints,

equation 3.3 can be used to build an overdetermined system of linear equations whose

least-squares solution estimates the desired surface-consistent terms. In the next section,

we will show that the Fourier transform of a matching filter is a spectral ratio. Hence, the

spectral ratios in equation 3.3 define a set of four-component surface-consistent matching

filters.

3.2.2 Analogy to matching filters

Another well-known concept utilized in this study is the shaping or matching filter (Claer-

bout, 1976, p.130-133; Robinson and Treitel, 1980, ch.1, 8, and 14). This is a filter

designed to alter the shape of an input signal in order to obtain a desired output signal.

In other words, it is a convolutional filter that minimizes the sum-squared difference

between two signals.

Sheriff (2002) defined matching filter as one ”which maximizes the output in response

to a signal of particular shape.” In geophysical literature, terms such as the Wiener

least-square filtering, matching or shaping filters (Robinson and Treitel, 1980; Claerbout,
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1976), crosscorrelation filters (Anstey, 1964), and correlator (Karl, 1989), to name just a

few, all share the same definition.

Following Robinson and Treitel (1980) notations, we consider the problem of finding a

filter ft = (f0, f1, ..., fn) of length n+1 that shapes an input waveform bt = (b0, b1, ..., bm)

of length m + 1 into a desired output trace dt = (d0, d1, ..., dm+n) of length m + n + 1

so that the error between the desired output dt and actual output ct is minimum. The

actual output is written as follow:

ct =
n∑

s=0

fsbt−s, (3.4)

where this is known as the convolution of the shaping filter with the input signal.

We can formulate the design equation for the match filter as a general inverse problem

such that

Bf = d, (3.5)

where B is the convolution matrix formed from trace b, f is the computed matching filter,

and d is the least-squares desired output trace. Our notation convention for matrices are

upper case boldface and vectors are lower case boldface. The expression for the residual

vector, e, is

e = Bf− d

= c− d, (3.6)

where c is the actual trace. The convolution matrix (or Toeplitz matrix), B, can be
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expressed in matrix form

b0 0 0 · · · · · ·

b1 b0 0 0 · · · · ·

b2 b1 b0 0 0 · · · ·

· · · b0 0 · ...

· · · · . . . · ...

bm bm−1 bm−2 · · · · · b0


. (3.7)

The number of columns of the convolution matrix depends on the length of the match

filter, b. The number of rows of B is the number of equations (equal to total trace

length) which is more than the number of unknowns (equal to match filter length). The

least-squares method is appropriate in such situation since the objective is not to design

a perfect filter that matches both signals exactly.

Minimizing e in equation 3.6 in the least-squares sense results in solving the system

of normal equations:

BTBf = BTd

f = (BTB)−1BTd. (3.8)

In equation 3.8, the filter coefficients of f are given by the cross-correlation of b with d,

filtered by the inverse of the autocorrelation of b. Equation 3.8 can be written in matrix

form



φ0 φ1 φ2 φ3 . φn

φ1 φ0 φ1 φ2 . .

φ2 φ1 φ0 φ1 φ2 .

φ3 φ2 φ1 φ0 φ1
...

. . . .
. . . .

φm φm−1 . . · · · .





f0

f1
...

fn


=



S0

S1

.

.

...

Sm


, (3.9)

42



where φm is the mth lag of the autocorrelation of b and s is the cross-correlation of b

with d.

Figure 3.1 shows two noise-free traces generated from the same reflectivity series

but convolved with two different wavelets. There is a time delay (∼25 ms), amplitude

difference between both traces, and the computed NRMS error is about 153% (details

of NRMS is in Section 4.2). To design a match filter that matches Trace 2 to Trace 1,

two parameters are required for an ideal filter: 1) filter length, and 2) an optimum lag.

Different window types have been examined (i.e boxcar, gaussian, and hanning) for the

time-domain match filter but the results show very little difference. Figure 3.2 illustrates

Trace 1 and Trace 2 after computing and applying a time-domain match filter for a filter

length equals to 0.4 s and using a gaussian window. This filter is expressed as:

f(t) ∗ d2(t) = d1(t), (3.10)

and the least squares solution is obtained by minimizing the error function defined by

e =
∑

t
(f(t) ∗ d2(t)− d1(t))2. (3.11)

f(t) is the time-domain matching filter which minimizes differences between two signals,

d1 and d2.

The optimum lag between the two traces is determined using crosscorrelation tech-

nique, a time-shift (determined from the time lag at which the crosscorrelation function

has a maximum value) is used to align both traces, then a match filter is computed. The

NRMS error is 19%, indicating a good match. This error depends on the filter length,

where shorter filter lengths increase the error but with less computational cost.

A frequency domain match filter can also be obtained from matching d2 to d1. The

form of this match filter can be determined from the spectral ratio of both traces. In the
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Figure 3.1: An example of two noise-free traces generated from the same reflectivity
sequence but convolved with two different wavelets. The residual reflects the time-shift
and the amplitude difference.
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Figure 3.2: The same example shown in Figure 3.1 but after time-domain matching of
Trace 2 to Trace 1 where the result is Trace 1MFT .
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frequency domain, equation 3.10 can be solved exactly as:

f̂(ω) =
d̂1(ω)

d̂2(ω)
. (3.12)

Figure 3.3 is the result of matching d2 to d1 using equation 3.12. Compared to the time-

domain match filter, the spectral ratio method is sensitive to the type of window used

(particularly when noise exists), and an ideal one is a gaussian window (no zero crossing

in the Fourier domain). Figure 3.4 illustrates these windows where the nominal width

of each window is the filter length. Table 3.1 shows the match filter accuracy for the

two noise-free traces for five filter lengths, and comparing the results of the match filter

using the time-domain least-squares and the spectral ratio. The time-domain match filter

shows lower NRMS error versus that of the spectral ratio method.

Table 3.1: Match filter accuracy for the two noise-free traces in Figure 3.1 comparing the
time-domain least-squares and the spectral ratio for five filter lengths.

NRMS error (%)
Filter length (s) Time-domain LS Spectral ratio

0.2 28 20
0.4 19 26
0.6 17 27
0.8 16 26
1.0 16 23

Figure 3.5 shows the same traces in Figure 3.1 except a white gaussian noise has

been added to both traces (signal-to-noise ratio = 2). Figures 3.6 and 3.7 show the time-

domain and spectral ratio match filter for the noisy traces. The results of both filters

are similar, however, the spectral ratio computation required knowledge of both traces

bandwidth which are different as illustrated in Figure 3.8, where the two horizontal lines

define the approximate noise level for each spectrum. Table 3.2 shows a comparison of

the error values of both match filter methods for the noisy traces for five filter lengths.

The results are close for both methods.
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Figure 3.3: The same example shown in Figure 3.1 but after spectral ratio match filtering
of Trace 2 to Trace 1 where the result is Trace 1MFF .
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Figure 3.4: An example of three filter lengths used for the frequency-domain match filter.
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Figure 3.5: The same example shown in Figure 3.1 with added noise.

Table 3.2: Match filter accuracy for two noisy traces shown in Figure 3.5 comparing the
time-domain least-squares and the spectral ratio for five filter lengths.

NRMS error (%)
Filter length (s) Time-domain LS Spectral ratio

0.2 65 59
0.4 57 59
0.6 53 56
0.8 50 51
1.0 46 44
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Figure 3.6: The time-domain matching of Trace 2 to Trace 1 where the result is Trace
1MFT .
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Figure 3.7: The spectral ratio match filtering of Trace 2 to Trace 1 where the result is
Trace 1MFF .
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Figure 3.8: Amplitude spectrum of Trace 1 (top) and Trace 2 (bottom) from Figure 3.5.
Note that the signal bandwidth is different for both traces (even after bandlimiting the
traces, difference will still exist). The horizontal lines define the approximate noise level
of the spectrum.
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3.2.3 SCMF: time-domain LSQ vs spectral ratio

Equation 3.12 is exact, and the repeatable parts of d1 and d2 will cancel out (i.e. reflectiv-

ity in the midpoint term). However, the spectral division renders it unstable if the data

are band-limited or if noise dominates. In this thesis, we solve the time-domain least-

squares (LSQ) system described by equation 3.11, then transform the solution to the

frequency domain which is an alternative to equation 3.12. The advantage of the time-

domain solution is that the match filter, and hence the spectral ratio, are constrained

by the higher amplitude time-domain components of the signals. The alternative is to

directly solve equation 3.12 by multiplying the numerator and denominator by the con-

jugate transpose of d̂2(ω) and stabilize the division by adding a small positive constant

to the denominator. The magnitude of this small constant is dependent on the signal

bandwidth which is expected to vary throughout the dataset. We prefer solving the sys-

tem in the time-domain since such detailed knowledge of the bandwidth is not required.

The time-domain solution is stabilized by setting a singular value threshold determined

by a few tests (i.e a number higher than the mean minimum singular values of few shot

records). Choosing an optimum filter length is also important as the objective is not to

over fit both signal and noise present in both traces. Therefore, a filter length that is

considerably shorter than the input trace length is found to be a good choice.

Now that we have shown that a matching filter in the time domain is equivalent

to a spectral ratio in frequency domain, we can elaborate more on equation 3.3. The

left-hand side of equation 3.3 is a trace-by-trace matching filter computed in the time

domain over a time window. We crosscorrelate and align both traces then compute a

least-squares match filter which minimizes the difference between the aligned signals.

This time-domain match filter is transformed to the frequency domain. The complex-

valued surface-consistent system is solved independently for each frequency (Figure 3.9),

followed by inverse Fourier transform of the solution back to time domain. By deriving
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our match filter after trace alignment, we hope to minimize difficulties caused by phase

wrapping (wrapped phase is constrained to its principal value, (-π, +π), otherwise it

is called unwrapped phase (Poggiagliolmi et al., 1982)), or equivalently the multivalued

nature of the complex logarithm. The phase of the final solution has two parts: 1) a

linear phase corresponding to the time-shifts required to align the traces before the match

filters are computed, and 2) the mixed phase of the actual least-squares match filters. The

latter is expected to be small because of the trace alignment. In a parallel computation,

we decomposed the trace-to-trace time shifts into a surface-consistent set. The output of

the algorithm is a set of surface-consistent convolutional filters with associated surface-

consistent time shifts and these filters and shifts will be used to match the monitor survey

to the baseline survey in the least squares sense.

Figure 3.9: Processing workflow for the trace-by-trace surface-consistent matching filters.
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3.3 Surface-consistent matching filter decomposition

After solving the time-domain least-squares matching filter in equation 3.10 for each pair

of traces in the two surveys and transforming the result to the frequency domain, we now

consider a second least-squares decomposition of the solution into its four-component

surface-consistent terms. This can be formulated as a general linear inverse problem

(Wiggins et al., 1976) such that

Gm(ω) = d(ω) (3.13)

where G represents the seismic geometry matrix (Figure 3.10), and m is a vector of

surface-consistent terms (the unknowns) shown in the right-hand side of equation 3.3.

d(ω) is a vector of the data log spectral ratios represented by the left-hand side of equation

3.3. Usually the number of columns of G equals the total number of sources (Ns) + total

number of unique receivers (Nr) + total number of offset bins (Nh) + total number of

midpoint bins (Ny). Similarly, the number of rows of G equals the total number of traces

(Nt = NsNr, assuming each shot to have the same number of receivers), which is equal

to the length of d. The number of columns of G can be reduced by solving for only

selected midpoints and offsets and interpolating between solution points. In this paper,

we solve for all midpoints and offsets.

For all but the most trivial geometries, the problem is overdetermined (more equa-

tions, Nt, than unknowns, Ns + Nr + Nh + Ny). This is similar to the classic residual

statics estimation problem (Wiggins et al., 1976). The problem is also known to be un-

derconstrained (deficient in the number of independent equations available to solve for

the unknowns). Wiggins et al. (1976) showed that the residual statics problem, which is

essentially similar to this one, does not constrain ”long wavelength” solutions. Mathe-

matically, this is because GTG has a non-trivial null space, or equivalently, G has some

zero singular values (Aster et al., 2005). GT means the transpose of a real valued G or
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Figure 3.10: Matrix structure of the system of linear equation described in equation
3.13; the number of columns of G = number of sources + number of unique receivers +
number of unique offsets + number of midpoints, and the number of rows of G = total
number of traces; the length of d = total number of traces.
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the conjugate transpose if G is complex valued.

If m+ represents a vector of the four unknowns, then the result of the least-squares

decomposition is:

m+ = (GTG + α2I)−1GTd, (3.14)

where α is a regularization parameter (a small positive number that can be estimated

using the L-curve method) (Aster et al., 2005), and I is the identity matrix. Note that

the matrix GTG + α2I is nonsingular since α2I was chosen to constrain the null space

of G. This method works well for a small data set like our example. The inversion

method we used to solve equation 3.14 is the damped least-squares method, as properly

adapted for complex-valued data. The solution results in complex-valued filter coefficients

determining both amplitude and phase for each frequency. However, with large data sets

direct inversion of the system in equation 3.14 will be expensive, and usually iterative

methods such as conjugate gradient or Gauss-Seidel are utilized (Morley and Claerbout,

1983; Wiggins et al., 1976; Cary and Lorentz, 1993). When using iterative methods

for decomposing the surface-consistent terms, it is common to compute a line-average

spectrum from all traces in the data at first, then treat the four surface-consistent terms

as residuals with respect to this line-average term. We did not attempt to separate the

line-average spectrum since we are applying all four surface-consistent terms, but it will

be a subject of a future investigation.

3.4 Summary

We have developed a method to design surface-consistent matching filters that can be

used to match one dataset to another in a time-lapse experiment. The new algorithm is

similar to the well known surface-consistent deconvolution except that the data required

are the trace-by-trace spectral ratios of two datasets instead of the spectrum of a single
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one. We have demonstrated that computing the spectral ratios in a stable manner is

possible by Fourier transforming the trace-sequential time-domain least-squares matching

filters. A subsequent least-squares solution then factors the trace-sequential matching

filters into four surface-consistent operators: source, receiver, offset, and midpoint. The

output of the algorithm is a set of surface-consistent convolutional filters with associated

surface-consistent time shifts. These filters and time shifts will be used to match the

monitor survey to the baseline survey in the least squares sense.
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Chapter 4

SCMF: application to a time-lapse model experiment

4.1 Introduction

It is common to have unavoidable differences in acquisition geometry between repeated

seismic surveys, differences in the source waveforms, differences in receiver responses or

even differences not related to equipment, such as near-surface conditions (wet versus dry

near-surface, tides, winds, etc.) (Beasley et al., 1997; Ross and Altan, 1997; Rennie et al.,

1997; Porter-Hirsche and Hirsche, 1998). Other differences can arise from inconsistent

processing of time-lapse data due to different processing software or personnel, advances

in processing technologies, etc. (Jack, 1998).

A known process that reduces time-lapse nonrepeatability, which we term ’repeata-

bility noise’, is cross-equalization (Ross et al., 1996), which is a poststack process of

amplitude scaling, phase matching, and trace shifting designed over a temporal window

where changes are not expected. Generally, this cross-equalization process reduces the

nonrepeatablity effects in seismic acquisition and processing and produces a better time-

lapse image (Ross et al., 1996; Rickett and Lumley, 2001). Other time-lapse processing

techniques are prestack ”parallel” processing and ”simultaneous” processing described by

Lumley et al. (2003) which aim to reduce undesired time-lapse differences without match

filtering. These are step-by-step time-lapse processing flows available in commercial soft-

ware, and all of them, poststack and prestack, are collectively called cross-equalization

(Lumley et al., 2003).

In Chapter 3, we proposed a new method, applicable to time-lapse surveys, that min-

imizes the difference between baseline and monitor surveys by deriving a set of surface-
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consistent, time-domain matching filters that, in a least-squares sense, match one survey

to another. We defined the surface-consistent terms as filters that are separable into

four components with spatial variation in source, receiver, midpoint, or offset coordi-

nates. These filters are derived from the prestack data and explicitly model changes in

source and receiver wavelets, near-surface traveltimes, and possible subsurface changes.

We specifically target land acquisition where every effort has been made to re-occupy

source and receiver locations. The seasonal variations of the near surface layer, from

moist to frozen or water table fluctuations, directly cause source and receiver consistent

changes while reservoir activity is primarily midpoint consistent. Offset consistent vari-

ations could result from either near-surface or subsurface changes. Thus our technique

is targeted to land acquisition, and may not be optimal in other settings such as marine

acquisition.

Lumley (2001) and Calvert (2005) highlighted techniques developed for processing

time-lapse data including parallel and simultaneous processing. In a time-lapse processing

sequence, baseline and monitor surveys can be processed separately with exactly the same

processing steps and with the same parameters, and this is commonly known as parallel

processing. Alternatively, simultaneous processing merges baseline and monitor surveys

into a single dataset when computing static corrections, deconvolution, amplitude scaling

and other surface-consistent processes. In this simultaneous processing, the data are

merged by common midpoint (and optionally common offset), and source and receiver

terms solved independently using the larger dataset. Simultaneous processing is often

advocated for time-lapse processing since the long-wavelength error (embedded in the

midpoint term), when correcting residual statics, is common to each survey and is easily

suppressed (Calvert, 2005). In addition to the statics corrections and deconvolution, the

velocity model should be jointly developed for both surveys. For land time-lapse data,

both parallel and simultaneous processing address the source and receiver variability,
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but neither process attempts to directly match these terms. In the presence of noise, the

individually deconvolved datasets may have quite dissimilar residual wavelets.

In this chapter, we will demonstrate that the proposed surface-consistent matching

filters will resolve the aforementioned problem by matching the wavelets and the statics

of one survey to the other. After matching both surveys surface-consistently, we process

them simultaneously but with a slight modification so that the merged data share a

common source, a common receiver, a common offset and a common midpoint solution

for every co-located term in every surface-consistent process. This type of time-lapse

simultaneous processing is clearly surface- and subsurface-consistent while the first one

described is only subsurface-consistent simultaneous processing.

To put our new algorithm in context with these techniques, we consider two seismic

lines, baseline and monitor, acquired with exactly the same surface acquisition geometry

at two different calendar times. The source and receiver wavelets for the two lines are

different due to seasonal changes in near-surface. Event times will also be different as

the traveltimes through the near surface layer will vary seasonally, that is, the statics

solutions will depend on the season. The goal is to detect and minimize the nonrepeatable

differences between the two lines. We list four different scenarios to address this simple

example:

1. Independent or parallel surface-consistent processing without matching fil-

ters: This approach will estimate source and receiver wavelets and the

statics solutions independently for each line. In principle, the resulting

deconvolutions may result in both datasets having the same wavelet but

this is not guaranteed as seasonal variations and noise may cause problems.

Similarly, it is possible that the independent statics solutions could account

for seasonal variations but again noise might make this unlikely. Also, the

aforementioned long-wavelength error common to surface-consistent meth-
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ods is a problem for both deconvolution and statics.

2. Simultaneous surface-consistent processing without matching filters: This

approach will produce an independent wavelet estimate for each source

and each receiver in both surveys, and the resulting deconvolution oper-

ators must be applied to both lines. The estimated source and receiver

wavelets should be similar to those estimated by parallel processing but

the advantage is that the long-wavelength error is guaranteed to be com-

mon in both surveys.

3. Surface-consistent matching filters followed by independent surface-consistent

processing: The effect of surface-consistent matching filters will be to match

the source and receiver wavelets in one survey to the other. The near-

surface traveltime differences are also matched. Then, independent pro-

cessing may possibly succeed in deconvolving these wavelets and removing

the near-surface traveltime variations. However, since both lines will still

have unique noise, it is unlikely that identical deconvolution operators and

statics will be estimated.

4. Surface-consistent match filtering followed by simultaneous surface-consistent

processing: As in scenario 3, the surface consistent matching filters should

equalize the source and receiver wavelets and the statics in the two lines.

This is followed by surface-consistent simultaneous processing (i.e scal-

ing, deconvolution and static correction) which is generalized to apply the

same source and receiver deconvolution operators to each line and the same

statics solution. Additionally any long-wavelength error in the solution is

common and vanishes when taking the difference.

The above four approaches are used as a thought experiment to motivate our focus of
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attention on the last method. It is a common approach, as highlighted by Calvert (2005),

to start the time-lapse processing with trace equalization in order to reduce trace-to-

trace variations prior to merging both surveys for the simultaneous processing. However,

to better constrain our processing sequence and remain surface-consistent, we suggest

employing surface-consistent matching filters after coherent noise attenuation but prior

to any other surface-consistent processing.

In the following section, we present an analysis of a modeled time-lapse synthetic data

set that has many of the complexities generally observed in a real data set. Through

this 2D example, we will calculate the SCMF, analyze its components, and measure the

time-lapse repeatability after apply these filters. Here, we will only focus on the new

developments of this thesis, that is the modified simultaneous processing, where all four

terms are consistent after applying the SCMF. In Chapter 5, we will expand our analysis

so that it includes a parallel processing comparison of a real time-lapse dataset example.

4.2 Time-lapse model experiment

For this experiment, we constructed a simple 2.5 km wide and 1 km thick 2D model.

The model consists of five layers including a reservoir unit, 500 m wide and 20 m thick ,

between layers three and four. The velocity is homogeneous in each layer, except for the

near-surface layer, where random lateral variations were introduced. Using this geometry,

we generated two earth models, a baseline model and a monitoring model (Figures 4.1a

and 4.1b), with different near-surface and reservoir velocities (Figures 4.1c). afd vmodel

from the CREWES Matlab toolbox was used to generate these models. Velocity variation

in the near-surface due to seasonal soil variations is one of the nonrepeatability issues

for land time-lapse data. In Canada, such seasonal variations can be extreme between

winter and summer, and can also involve variations in near-surface attenuation. Our
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baseline model had a slower near-surface simulating summer acquisition while our monitor

model had faster velocities simulating winter acquisition. The ratio of the baseline and

the monitor near-surface velocity models is a constant scale factor. We also included a

variable Q (Figure 4.2a) in the near-surface layer, which effectively means that the source

wavelet and the receiver response show variable bandwidth laterally along the line. The

einar function of the CREWES Matlab toolbox was used to generate these filters.

An acoustic finite-difference modeling algorithm, afd shotrec alt, was used to acquire

51 shot records at 50 m shot interval using a receiver array of 101 geophones at 10 m

spacing. We used the 2D split-spread acquisition geometry and shot through the tail

spread on each end. The maximum record length is 1 s with a 4 ms sampling interval.

A minimum phase wavelet with 20 Hz dominant frequency was created to simulate the

impulse sources. We used a 1 m bin spacing for both horizontal and vertical, and a 0.0001

s time step for the modeling. We also used the 2nd order or the 5 points approximation to

the laplacian operator. Each shot record and each receiver record was scaled by randomly

generated scalars (Figures 4.2b and 4.2c) to simulate variations in source strength and

receiver coupling. Hence, any implied changes to the shapes of the source and receiver

wavelets is due solely to variations in Q.

Note that our monitor survey has identical acquisition geometry to the baseline survey.

For land acquisition, this is a likely scenario given accurate GPS locations. Even in the

presence of drilling or production installations or possible failure of some sources or

receivers, we think that only closely repeated sources and receivers should be selected

from both surveys. In other words, if a source record is missing in the monitor survey,

then the corresponding one in the baseline should be removed and vice versa. Calvert

(2005) made a similar argument about positioning and data selection and that the gain

of this is higher, particulary in our effort to suppress repeated noise.

Raw shot records from the baseline and the monitor surveys are shown in Figures
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Figure 4.1: Two earth velocity models (units in m/s) representing baseline (a), monitor
(b), and their time-lapse difference (c). Note that both models have both near surface
(showing effects of dry vs wet climate) and in the reservoir unit.
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and monitor model (black line)(a), source strength (b), and receiver coupling (c).
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4.3a and 4.3b. After muting the first breaks, Figures 4.4a and 4.4b, respectively, there is

a large difference between these two unprocessed shot records, Figure 4.4c, particularly

in arrival time of events, amplitude and phase. Note that in these plots black color

represents peaks and white represents troughs and all plots have the same amplitude

clipping as that of the baseline seismic. A commonly used metric that measures the

similarities between traces is called NRMS (normalized root mean square error) Kragh

and Christie (2002). We computed the NRMS inside a window of approximately 300 ms

just above the reservoir unit (∼0.75 s in the middle of the shot record indicated by two

dashed lines), and the result is shown in Figure 4.4d with a mean of 144.7%. NRMS is

computed using the following relationship discussed in Kragh and Christie (2002):

NRMS(%) = 200× RMS(a− b)
RMS(a) +RMS(b)

, (4.1)

where, for example, the

RMS(a) =

√
1

n
(a21 + a22 + ...+ a2n). (4.2)

Theoretical NRMS values range from 0 to 200%, where low values correspond to similar

traces, and high values correspond to extremely dissimilar ones. One possible way to

reduce the difference observed in Figure 4.4c is by adding a constant time shift to the

monitor shot record. Figure 4.5a is the same baseline shot record shown earlier, and

Figure 4.5b is the same monitor shot record shown in Figure 4.4b shifted down by 26 ms

so that the middle reflector matches the same reflector on the baseline shot. Figures 4.5c

and 4.5d illustrate their differences and their computed NRMS, respectively. Although

the mean NRMS is reduced to 41.4% due to the added constant time shift, each monitor

survey shot record requires a different time shift. Additionally, significant differences

remain due to the mismatch in amplitude and phase.

Examining NRMS versus time shift of two noise-free signals (Figure 4.6a) shows a clear

linear relationship (or NRMS(%) ≈ 100(2πfδt), where f is the dominant frequency and
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δt is the time shift between the two traces) (Calvert, 2005). NRMS error versus amplitude

difference (Figure 4.6b) is only linear for a small amplitude residual (or NRMS(%) ≈

100(δa), where δa is amplitude residual between the two traces) (Calvert, 2005). The

high NRMS values, ranging from 120% to 150% seen in Figure 4.4d, suggest a highly

nonrepeatable time-lapse experiment, as we had intended our synthetic to be.
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Figure 4.3: Two raw shot records, source location at 1250m, from (a) the baseline survey
and (b) the monitor survey.

4.2.1 Computing surface-consistent matching filters

We have computed the four-component surface-consistent trace-by-trace matching filters

inside a 300 ms window above the target (Figures 4.4a and 4.4b) for all 51 shot records.

Using equation 3.14, we decomposed these trace-by-trace matching filters into a set of

surface-consistent matching filters. There are similarities between the interpretation of

the surface-consistent log spectral decomposition of the matching filters and that of the

residual statics described by Wiggins et al. (1976). In the residual statics problem,

contribution from the source and receiver terms as well as structure and residual normal

moveout (NMO) were clear and reported by Taner et al. (1974). Similar distinctions were

observed in the surface-consistent matching filters where each of the four terms collects
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Figure 4.4: Two shot records, source location at 1250m, from the baseline survey (a) and
the monitor survey (b). (c) shows the difference between (a) and (b), and (d) shows the
NRMS computed between the two dotted lines (the analysis window). Note the mean
NRMS is 144.7% which means both surveys are highly dissimilar. Black color on all
seismic plots represents peaks and white represents troughs. All seismic displays have
the same amplitude clipping as the baseline figure.
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Figure 4.5: Baseline shot (a), similar to Figure 4.4a, and monitor shot with +26ms time
shift (b). The difference of (a) and (b) is shown is (c), and (d) shows the NRMS computed
between the two dotted lines (the analysis window) of the difference plot. Note that the
mean NRMS has decreased to 41.4% but there is a significant amplitude difference.
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different effects.

The source and receiver terms

Since we are decomposing a log spectral ratio of two data sets, we interpret the source

term as a log spectral ratio of the two corresponding source signatures, which we take

to include the actual source wavelets and local modifications caused by source strength

variations and attenuation. After exponentiation and inverse Fourier transform, this

yields a set of time-domain filters that match each source record in the monitor survey

to the baseline survey. Similarly, the receiver term is a log spectral ratio of the two

corresponding receivers’ response and the near-surface effects around each receiver. When

exponentiated and inverse Fourier transformed, a set of time-domain filters is obtained

that matches each receiver in the monitor survey to the baseline survey.

Figures 4.7a and 4.7c show the source and receiver components computed from the

raw shot records of the baseline and the monitor surveys. Figure 4.7b illustrates the

similarities between the mean (over frequency) shot filters (shown in Figure 4.7a), which

we will refer to as source strength, and the ratio of baseline survey to monitor survey

source strengths shown in Figure 4.2b. Similar effects can also be seen in the receiver

components in Figure 4.7c where variations in receiver couplings are known (Figure

4.2c). Figure 4.7d shows the similarities between the mean receiver filters (shown in

Figure 4.7c), which we will refer to as receiver strength, and the ratio of baseline survey

to monitor survey receiver strengths. Separation of the source signature or the receiver

impulse response from the surrounding near-surface geology effects is unnecessary, since

we are primarily interested in applying these surface-consistent matching filters to the

monitor survey (the survey in the denominator of equation 3.3) to reduce its mismatch

with the baseline survey.
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The offset and midpoint terms

The two other components computed in the study are offset and midpoint terms. Fig-

ure 4.8a shows the log-amplitude spectrum of the offset term. Muting the first breaks

was necessary due to their interference with reflections inside the analysis window that

occurred at about offset 400 m. Similar large amplitude estimates have been reported

in the offset components by Cary and Lorentz (1993) and were attributed to coherent

noise such as ground roll. In this study, after we muted the first breaks (Figures 4.4a

and 4.4b), the newly computed offset terms were lower in amplitude than previously

computed offset terms and smoother than the source and receiver terms. A smoother

offset term is attributed to the fact that there are more traces contributing to each offset

than to the source and receiver terms (Cary and Lorentz, 1993). Figure 4.8b represents

the average over frequency of the offset filters, referred to as offset strength, shown in

Figure 4.8a where amplitude values are high before offset number 40 but reduce to unity

beyond, due to absence of data.

The midpoint filters in Figure 4.8c show rapid variations compared to the other

components. Similar observations have been reported by Cary and Lorentz (1993) for

the surface-consistent deconvolution problem. The midpoint term collects more noise

than any other term because of the low fold (low number of traces per midpoint), but

that can be minimized if smoothing is applied. In this study, the overall strength of the

midpoint filter (Figure 4.8d) is small (averaging about one), hence we decided not to

apply smoothing.

4.3 Filter application and analysis

Applying the computed four-component surface-consistent matching filters in Figures

4.7a, 4.7c, 4.8a, and 4.8c to the monitor survey, we obtain a new survey that more
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closely matches the baseline survey. Figure 4.9b illustrates a surface-consistent matched

monitor survey that compares to the same shot record in the baseline survey (Figure

4.9a). The new difference is shown in Figure 4.9c. Note that the mismatch observed in

Figure 4.4 has been reduced significantly, and that the computed NRMS in the window

of analysis (between the two dashed lines) has reduced to a mean of 26.8%.

In the next two sections, we will compare trace-by-trace and surface-consistent match-

ing filters, before and after stack, and then examine the effects of the surface-consistent

terms.

4.3.1 Trace-by-trace (non-surface-consistent) and Surface-consistent matching filters

The surface-consistent method separates the seismic trace into surface (source and re-

ceiver) and subsurface (offset and midpoint) components. Each of these four terms has

a different signature that can be examined and compared. In other words, traces that

share the same source will always have the same source filter, and similarly those traces

recorded by the same receiver will always have the same receiver filter. For comparison,

we show results from application of trace-by-trace matching filters, computed prestack,

which are used as input to our surface-consistent decomposition. The following two

examples demonstrate this difference clearly. Figure 4.10a is the difference between a

trace-by-trace matching filter applied to a single shot of the monitor survey and the

baseline survey. In this example, the trace-by-trace matching filters reduced much of

the mismatch between the two surveys and the mean NRMS is approximately 25%. It is

slightly less than that obtained by the four-component surface-consistent matching filters

shown in Figure 4.9d. Figure 4.10b is the difference between the matched monitor survey

stack and the baseline survey stack, for trace-by-trace matching filters. Before stacking,

two successive iterations, with the same parameters and window length, of simultaneous

surface-consistent residual static corrections were applied (using the stat function of the
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Figure 4.7: In (a) is the log amplitude spectra of the source filters computed using
equation 3.14. In (b) is a comparison of the average over frequency of the shot filters,
referred to as source filters strength, in black line versus the ratio of the baseline survey
source strength to the monitor survey source strength in gray line. The log amplitude
spectra of the receiver components is shown in (c) and in (d) is a comparison of the
receiver filter strength (black line) versus the receiver strength ratio of both surveys
(light gray line).
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Figure 4.8: In (a) is the log amplitude spectra of the offset filters and in (b) is the
offset filter strengths computed as the average over frequency. Similarly, in (c) is the
log amplitude spectra of the midpoint filters and in (b) is the midpoint filter strengths
computed as the average over frequency.
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CREWES Matlab toolbox). The mean NRMS computed in the filter window (between

the two gray lines) in the figure is about 35%. Comparing this result to that obtained from

applying the four-component surface-consistent matching filters (Figure 4.11f), the latter

one is preferred due to its low NRMS error of 15.7%. The increase in NRMS after stacking

of the trace-by-trace matching filters is due to the non-surface-consistency of those filters.

This circumstance is more familiar in the context of residual statics where non-surface-

consistent trim statics give superior CMP gathers but an inferior stack when compared

with surface-consistent statics. In addition, the surface-consistent matching filters equal-

ize both surveys, and if the filters are successful, then both surveys will have the same

residual statics in them, in which case a simultaneous static correction is required. In

summary, on a single shot record trace-by-trace matching filters produce a slightly lower

NRMS (25%) than surface-consistent matching filters (26.8%). Also, after simultaneous

surface-consistent residual static corrections then stacking, the surface-consistent match-

ing filters produce a much better result compared to the trace-by-trace matching filters

(NRMS is 15.7% versus 35%). The surface-consistent matching filters have matched the

amplitude variations and the time differences between the two surveys. However, resid-

ual statics have been equalized and therefore are ideal for simultaneous surface-consistent

residual statics. Stacking actually increases the NRMS for trace-by-trace matching filters

while it decreases for surface-consistent matching filters.

4.3.2 The effects of the surface-consistent terms

Computing the four components (source, receiver, offset, and midpoint) but only apply-

ing two terms (source and receiver) is a common practice for residual statics solutions.

However, because we are introducing a new surface-consistent method, we want to com-

pare the results of applying two terms, three terms and all four terms. The results

displayed in Figures 4.11a, 4.11c, and 4.11e are difference plots for two, three, and four
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components, respectively, for a single shot. The two-component difference in the prestack

example seems to have resolved some of the amplitude variation, time shifts, and phase.

Its mean NRMS is 30% (Figure 4.11a), and similarly after stacking the gathers (Figure

4.11b), the residual remains relatively high with mean NRMS of about 32%. Since we

are computing NRMS in the window just above the reservoir, source and receiver terms

will not describe all the changes in this interval, as in the surface-consistent model, and

much of the changes will be described by offset and midpoint components.

Application of three components (Figure 4.11c) results in some residual amplitude and

a calculated mean NRMS of about 28.5%, while after stacking the gathers the difference

decreased significantly, with mean NRMS of about 18.7% (Figure 4.11d). The four-

component solution (Figure 4.11e) shows slight improvement over the three-component

solution, and its mean NRMS is about 26.8%. Its stacked result in Figure 4.11f has the

smallest residual of all, with a mean NRMS of about 15.7%.

A poststack Kirchhoff time migration was applied to the baseline survey, monitor

survey, and the matched monitor survey. Figure 4.12a shows the difference between the

migrated baseline stack and the migrated monitor stack with a poststack time shift of

35 ms. Note that this time shift is not enough to reduce the amplitude residual and the

variable time difference between traces in both surveys. The migrated difference between

the baseline stack and the four-components surface-consistent matched monitor stack is

shown in Figure 4.12b. A mean NRMS of about 13.6% is computed in the window of

analysis.

In addition to seismic displays, Figure 4.13 illustrates the the average amplitude

spectra of the migrated baseline stack (black line), the migrated monitor stack (gray

line), and the migrated matched monitor stack (dashed line). The surface-consistent

matching filters significantly reduced amplitude mismatch between the baseline and the

monitor.
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Figure 4.14 illustrates the NRMS difference after different stages of processing for two

different data sets. A published example of real data set from Gulf of Mexico by Helgerud

et al. (2011) shows the NRMS is about 70% at the raw stack stage, and at final stack

they reported an improvement to about 28%. In our modeled data set we started with

NRMS of about 144.7% in the prestack stage, then about 70% in the raw stack (similar

to the published example), then a significant improvement after the four-component

surface-consistent matching filters; and after final stack the NRMS is about 13.6%. The

matching filter technique used by Helgerud et al. (2011) is a post-stack process, and in

contrast, we applied prestack four-component surface-consistent matching filters.

4.4 Summary

Using a synthetic seismic model, we applied the four-term surface-consistent matching

filters to the monitor survey to match it to the baseline survey over a temporal win-

dow where changes were not expected. The prestack nonrepeatable difference between

the matched monitor survey and the baseline survey was quite small compared to the

difference before applying the matching filters. The simulated nonrepeatable effects are

quite complex and include reflection amplitude variations, wavelet bandwidth and phase

differences, and large static shifts averaging 26ms. We have demonstrated that on sin-

gle trace gathers, trace-sequential matching filters could reduce the differences between

time-lapse surveys when compared to surface-consistent matching filters. However, af-

ter two iterations of simultaneous surface-consistent static correction and stacking, the

trace-sequential matching exhibits high NRMS (35%) while the surface-consistent match-

ing filters improve significantly (NRMS of 15.7%). We have also shown that applying

the four-component surface-consistent matching filters yielded the lowest NRMS differ-

ence (15.7%) compared to applying only two-term or even three-term surface-consistent
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matching filters. Migration shows slight improvement with a mean NRMS of about

13.6%.
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Figure 4.9: Baseline shot shown in (a), the monitor shot after applying the four-compo-
nent filters to it in (b) (hereafter we named it matched monitor survey). The difference is
shown in (c) and the computed NRMS between the two dashed lines is shown in (d). Note
that the mean NRMS is down to 26.8%. All plots have the same gain as the baseline.
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Figure 4.10: In (a) is a difference plot between baseline shot and a trace-by-trace matched
monitor shot. (b) stack of the difference between baseline and a trace-by-trace matched
monitor.
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Figure 4.11: (a) is a prestack difference of the baseline and the matched monitor, with
source and receiver terms applied, and (b) shows the poststack difference. (c) is a prestack
difference with three terms applied (source, receiver and offset) also in (d) is the poststack
difference. (e) is a prestack difference plot with four-term filters applied and (f) is the
poststack difference.
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Figure 4.12: In (a) is the migrated difference plot between baseline survey and monitor
survey with a poststack time shift of 35ms and in (b) is the migrated difference stack
between baseline and four-terms surface-consistent matched monitor.
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Figure 4.13: Average amplitude spectra of migrated stacks of baseline survey (black
line), monitor survey (gray line), and matched monitor (dashed line) computed from all
traces inside the window of analysis. Amplitude spectrum of the matched monitor survey
matches nicely the baseline amplitude spectrum.
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Figure 4.14: NRMS difference after different stages of processing for two different data
sets. The light gray line represent a published example of real data set from Gulf of
Mexico by Helgerud et al. (2011) where at raw stack stage the NRMS is about 70% and
at final stack they reported an improvement of about 28%. In our modeled data set we
started with NRMS of about 144.7% in prestack stage, then about 70% at raw stack,
then a significant improvement after the four-component surface-consistent matching
filters and after final stack the NRMS is about 13.6%.
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Chapter 5

SCMF: application to a CO2 monitoring study

5.1 Introduction

CO2 sequestration, also known as carbon capture and storage (CCS) in deep geological

formations, is a multidisciplinary technology that involves capturing, transporting, and

storing CO2 gas. It is a solution to a man-made problem known as global warming

which is caused by increasing CO2 gas associated with fossil fuels combustion emissions

into the atmosphere. The main goal of these CCS projects is to reduce the amount of

greenhouse gases, and hence slow down global warming. CO2 injection is also a relatively

new mechanism for EOR (Enhanced Oil recovery). CCS has been implemented in several

projects such as the Sleipner field (North Sea) and the Weyburn project in Canada. This

idea of storing gas deep in the ground is gaining momentum with potential new test sites

around the globe.

The Sleipner field offshore Norway is one of the large scale industrial CCS projects,

begun in the mid 1990’s by Statoil, with the intention of storing more than 11 million tons

of CO2 (Zweigel et al., 2001; Arts et al., 2002; Chadwick et al., 2009). CO2, separated

from natural gas produced at the Sleipner field, is being injected into the Utsira formation

at a depth of 1012 m below sea level and about 200 m below the top of the reservoir.

The Utsira is highly porous (30-40%), poorly consolidated, and highly permeable (1-3

Darcy) sandstone where brine is being replaced by CO2 (Arts et al., 2008). The Utsira

formation is capped by the thick shale of the Nordland formation (200-300m).

Some of the main challenges for geoscientists are to monitor the injected CO2 in

the subsurface for safety and legal concerns. The consortium involving Statoil decided
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to acquire time-lapse seismic surveys every two years with the first repeat 3D seismic

in 1999, then 2001, 2002, 2004, 2006, 2008, and 2010 (Williams and Chadwick, 2012;

Clochard et al., 2010). The baseline survey was acquired prior to gas sequestration in

1994. The effect of the CO2 on the seismic is evident, where the plume is imaged on the

seismic data as several high amplitude sub-horizontal reflections (Figure 5.1) (Williams

and Chadwick, 2012). The high negative amplitudes are due to the presence of gas

saturating the sand layers, overlain by the tight mudstone. Modeling showed that the

presence of gas induces a dramatic decrease of the P-wave velocity even for moderate

CO2 saturation, and consequently impacts the Top Utsira Formation reflection coeffi-

cient. 25% CO2 saturation doubles the reflected amplitudes, while 100% gas saturation

triples the reflected amplitudes (Eiken et al., 2000). Another seismic indication of the

subsurface properties due to gas injection is the measured velocity pushdown determined

by crosscorrelating the seismic traces between the baseline and the different monitoring

surveys. Arts et al. (2008) reported a measured time-shift of more than 30 ms at the

base of the Utsira formation which corresponds to a local 100% gas saturation of more

than 90 m rock column. The two main factors determining the seismic response are: 1)

the large negative reflectivity contrast between the sealing mudstone and the underlying

sand reservoir after being saturated with CO2, and 2) the tuning effects caused by inter-

ference from multiple zones (water-saturated sand, mudstone, CO2-saturated sand and

so on) (Arts et al., 2008).

The other large industrial CCS project is the Weyburn Field from onshore Canada,

with an estimated 1.9 billion barrel of oil in place (∼ 29◦ API), located on the northeast

flank of the Williston Basin in southeast Saskatchewan (Li, 2003). The Weyburn-Midale

carbonate reservoir consists of two distinct zones at a depth of about 1450 m. The upper

”Marly” dolostone zone is a high porosity (∼ 26%), low permeability (10 mD), and 7

to 10 m thickness. The lower ”Vuggy” limestone-dominated zone has low porosity (∼
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Figure 5.1: Top panels show a cross section from the time-lapse 3D seismic surveys at
the Sleipner field. Note the strong CO2 plume signature on the 2001 survey onwards.
Bottom panels show map view of the total reflection amplitude of the plume (Williams
and Chadwick, 2012).
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11%), high permeability (15 mD), and 15 to 20 m thickness. Both zones are known

to be dominated by subvertical natural fractures, both open and cemented. The field

achieved about 25% of oil recovery since the start of waterflooding 10 years after the

field’s discovery in 1955 (Li, 2003).

Encana, the field operator, started the CO2 miscible flood with 19 horizontal wells in

October 2000 in an attempt to recover additional 15% of the original oil in place (Davis

et al., 2003; Li, 2003). The process of EOR is expected to take about 25 years by injecting

an estimated 14 million tons of CO2, with the focus on the unswept oil in the porous

Marly dolostones (Li, 2003). In an effort to monitor the flooding, multicomponent time-

lapse seismic surveys (including surface seismic, 4D VSP, and crosswell) are acquired.

The first baseline survey was acquired in December 1999, prior to gas injection, followed

by monitor surveys in 2001, 2002, 2004, and 2007 with similar acquisition parameters

(Li, 2003; White, 2009). Some of the key factors to the success of the Weyburn time-

lapse data include repeatability in acquisition and processing, vertical resolution of the

thin zones, and detectability of dynamic fluid changes (Li, 2003). Processing the time-

lapse data was a critical part of the project especially when the seismic response of the

CO2 injection is estimated to be small compared to the interference of the nonrepeatable

noise. Figure 5.2 is a NW-SE oriented migrated P-wave section from the baseline and

the monitor surveys. The seismic section crosses four SSWG (simultaneous but separate

water and gas injection) wells. The two thin reservoirs, Marly and Vuggy, have been well

resolved by a strong trough and a relatively weak peak, respectively (Li, 2003). Rock

and fluid physics modeling and measurements for the Weyburn Field suggested that CO2

flooding would cause a decrease of 4-10% in P-wave velocity with corresponding 15-20%

change in seismic impedance, even at low levels of saturation (5-10%), whereas pressure

effects are negligible (Davis et al., 2003; White, 2009). In addition to amplitude increase

from baseline to monitor, there has been a measurable time-delay introduced by the CO2
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flooding where as much as 4 ms difference was detected near the reservoir zones and

up to 2 ms time-delays for the deeper Bakken formation (Figure 5.3) (White, 2009). In

most cases, there is an agreement between the seismic response changes and the volume

of gas injected, particularly in the southern part of the field where the Marly unit is more

porous and all injector wells are horizonal. In the northern part of the field, the reservoir

is tight and the injector wells are vertical, and even though large volumes of CO2 have

been injected, the seismic anomalies are not as strong (White, 2009).

(a) (b)

Figure 5.2: A NW-SE oriented migrated P-wave section from the baseline (a) and the
2001 monitor (b) showing well resolved Marly and Vuggy zones and increasing amplitude
signature due to the injected gas (Li, 2003).

The presented examples demonstrate the value of the seismic monitoring to CCS

projects. The value of the seismic depends on many factors including: acoustic properties

of reservoir fluid, porosity, lithology, reservoir pressure, reservoir temperature changes,

and geomechanical changes. Therefore, to obtain a successful seismic monitoring pro-

gram, it is essential to begin with rock and fluid physics modeling in order to understand

the factors that might have greater impact on the seismic monitoring response. The

response of the seismic in the Sleipner study is different from that of the Weyburn field,

largely due to lithology differences between the two fields, highly porous and highly un-
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(a)

(b)

Figure 5.3: (a) shows a time-lapse amplitude difference map extracted from the upper
reservoir unit and (b) shows time-delays present in time-lapse difference map for the deep
Bakken formation (White, 2009).
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consolidated clastic sandstone in the Sleipner field versus a moderately porous carbonate

rock in the Weyburn field.

The quality of the seismic monitoring response depends on the quality of acquisition,

the quality of processing, and the strength of the time-lapse signal. High quality process-

ing will reduce the nonrepeatable noise, compensate for nonrepeatability in acquisition,

enhance the seismic repeatability, and improve the subsurface time-lapse differences due

to injected fluids.

In this chapter, we present an investigation of the SCMF algorithm applied to CO2

monitoring seismic data from the Pembina field, known as the Violet Grove CO2 pilot

study, located in central Alberta, Canada. The analysis will include a review of the

testing site, a review of the geology and geophysics data, and the results of a time-lapse

2D line processed by two different methods: 1) parallel processing, and 2) simultaneous

processing with SCMF. Both processing methods have been described in Chapter 4.

5.2 Violet Grove CO2 pilot study

The Violet Grove site, part of the Pembina oil field near Drayton Vally, 100 km southwest

of Edmonton, in central Alberta (Figure 5.4), was chosen by PennWest Petroleum Ltd.,

the operator, for a CO2-EOR and CCS pilot study. In collaboration with the Alberta

Energy Research Institute (AERI) and the Western Economic Diversification (WED),

a CO2 monitoring program, that involved 2D and sparse 3D multi-component surface

seismic as well as borehole seismic data, was acquired, processed and analyzed with the

baseline data acquired in March 2005 and the last monitoring acquired in March 2007

(Lawton et al., 2005; Coueslan, 2007; Alshuhail, 2011).
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Figure 5.4: Map of Alberta showing the location of the Pembina Oil Field and the
CO2-EOR pilot site at Violet Grove (Dashtgard et al., 2006).

5.2.1 Geology of the area

The Pembina Oil Field is the most aerially extensive oil field in the world covering approx-

imately 4000 km2 (Dashtgard et al., 2006) with huge oil and gas reserves. Discovered

in 1953, production in this field is from Devonian to Tertiary strata with the Upper

Cretaceous Cardium Formation being the most prolific (Dashtgard et al., 2006).

Injection of the CO2 was in the Upper Cretaceous Cardium Formation in the period

between March 2005 and March 2007 (Alshuhail et al., 2008). According to Hitchon

(2009), this formation has been subdivided into the lower dominantly arenaceous Pem-

bina River Member and the upper dominantly argilaceous Cardium Zone Member. The

Pembina River Member is a coarsening-upward sequence, dominated by shale layers at the

base and sandstone layers at the top, and is capped by chert conglomerate. The Cardium

Formation overlies the Blackstone Formation which is dominated by black shale, and is

overlain by shales of the Wapiabi Formation (Figure 5.5). At the site, the Cardium For-

mation consists of three distinct sandstone units (upper, middle and lower) separated by
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Figure 5.5: General stratigraphic column of central Alberta of the Lower and Upper Cre-
taceous (Bachu and Bennion, 2008) shown in (a) and a typical well log from the Pembina
Field showing the Cardium Formation in (b); a modified plot of that in Patterson (1957).
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two shale units. The effective reservoir unit thickness is about 10 m (formation thickness

is ∼ 43 m) at a depth of about 1600 m in the northeast to about 1650 m in the southwest

of the pilot study area. Table 5.1 summarized some of the physical properties of the

Cardium Formation with average porosity, average permeability (K) in millidarcy (mD),

temperature in degrees Celsius (Co), and pressure in megapascal (MPa).

Table 5.1: Physical properties of the Cardium Formation from the study area (Hitchon,
2009).

Lithology Ave. porosity (%) Ave. K (mD) Temp. (Co) Pressure (MPa)

Conglomerate 8 31 50 19
Upper and middle sand 16 21 50 19
Lower sand - 10.5 50 19

Rock-physics-based modeling to determine the acoustic response of the Cardium reser-

voir for different CO2 saturation and plume thicknesses was performed by Alshuhail et al.

(2008). The modeling assumed a relatively tight sandstone (∼ 10%) and a cemented ma-

trix. CO2 injection causes a decrease in P-wave velocity by about 4% and a density

decrease by about ∼ 1%, based on modified Gassman′s modeling and substituting a

mixed brine and light oil with supercritical, 80% saturated, CO2. The generated zero-

offset P-wave traces are shown in Figure 5.6. The traces from left to right in each panel

show the result of increasing CO2 plume thickness from 0 to 24 m (< 10m is a more

likely scenario for plume thickness). The fluid replacement parameters used by Alshuhail

et al. (2008) for the baseline were 50% H2O and 50% Oil. For the monitor, they used

80% CO2, 10% H2O, and 10% Oil. The result of the modeling was a subtle reflectivity

change at the Cardium and a very small time-delay at the Viking (< 0.25 ms).
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Figure 5.6: Zero-offset seismic modeling of the effects of CO2 saturation in the Cardium
reservoir. (Alshuhail et al., 2008).
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5.2.2 Geophysics data: acquisition and previous processing

Three phases of surface and borehole seismic data were acquired at the Pembina Cardium

CO2-EOR pilot site between March 2005 and March 2007. During this period, approx-

imately 60, 000 tonnes of CO2 were injected into the Cardium Reservoir. A time-lapse

seismic data set was designed and acquired as part of the monitoring program. It con-

sisted of acquiring, processing, and interpreting 2D and 3D surface seismic and 2D vertical

seismic profile (2D VSP) data sets (Figure 5.7) (Lawton et al., 2005; Alshuhail, 2011).

The main objective of the seismic program is to verify the CO2 plume, and to evalu-

ate the integrity of the storage. A baseline program (or phase I) of 2D surface seismic,
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Figure 5.7: Layout of the surface seismic lines, 3D seismic coverage (indicated by the
dashed rectangle), and location of the injector wells, observation well, and VSP (Lawton
et al., 2005).

acquired in March 2005, consisted of two, multi-component, parallel lines, 400 m apart

and oriented east-west. A third orthogonal line is oriented north-south intersecting the

other two lines near the CO2 injector well. Each line is 3 km long with 20 m receiver
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interval, 40 m source spacing, 2 kg dynamite charges at 15 m depth, approximately 3000

m maximum source-receiver offset, and a record length of 3 seconds with a sample rate

of 1 ms. In addition, the observation well had eight triaxial geophones cemented at 20

m intervals at depths between 1470 m and 1640 m with the deepest geophone within the

Cardium reservoir.

Phase II of the seismic data set was acquired in December 2005, with similar geometry

as phase I, and after injecting approximately 15, 000 tonnes of CO2 in the reservoir. Phase

III seismic program was acquired in March 2007 with similar geometry to the previous

two phases, but with a record length of 4 seconds, addition of a 3km long 2D line (Line

6) trending southwest-northeast, and a high resolution 16-level VSP (recorded in injector

well #1). Table 5.2 summarizes the time-lapse seismic program at the CO2-EOR study

site.

Table 5.2: Summary of the seismic program at the CO2-EOR study site (Alshuhail et al.,
2008).

Phase Seismic Data Date Injected CO2 (tonnes)

I (baseline) i. Line 1 (north-south)
ii. Lines 2 and 3 (east-west)
iii. Fixed-array VSP (8 geophones) March 2005 0

II (1st monitor) i. Line 1 (north-south)
ii. Lines 2 and 3 (east-west)
iii. Fixed-array VSP (8 geophones) December 2005 15, 000

III (2nd monitor) i. Line 1 (north-south)
ii. Lines 2 and 3 (east-west)
iii. Fixed-array VSP (8 geophones)
vi. Addition of -

(a) 16-level VSP
(b) southwest-northeast 2D line (line 6). March 2007 60, 000

The acquired seismic data sets were processed independently with similar processing

parameters by two processing companies ( CGGVeritas and Divestco) and internally

within CREWES. Table 5.3 summarizes the processing flow of the P-wave data and has

been highlighted in several CREWES reports and theses such as Lawton et al. (2005);
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Alshuhail (2011). The baseline and the monitor surveys were processed independently,

but with the same parameters and the same contractor.

Table 5.3: CGGVeritas processing work flow of the 2D P-wave surface seismic data set
(Lawton et al., 2005; Alshuhail, 2011).

Processing work flow for the P-wave data

Geometry assignment, match 2005 - 2007
True amplitude recovery (exponent =2.5)
Trace edits (manual)
Ground roll attenuation
Minimum phase Surface-consistent deconvolution (60 ms operator length;

0.1% prewhitening; windows:0-2000ms; 100-2300ms; 1200-2400ms)
Tomographic near-surface structure statics (short wave - 2 layers drift, datum 910 m;

replacement velocity 2500 m/s)
Preliminary velocity analysis
Surface-consistent residual statics
Final velocity analysis
Normal moveout corrections
Spectral whitening (5 - 160 Hz)
Mute first break
Mean scaling
Tomographic near-surface structure statics (long wave - 2 layers drift)
Trim statics
CMP stack
F-X noise attenuation
Poststack Kirchhoff migration
For display:
Trace equalization
Bandpass filter (5 - 10 - 80 - 100 Hz)
Mean scaling (500 ms)

Well 102/07-11-048-09 penetrated the Cardium and the Blackstone Formations. The

computed synthetic seismograms (from the acquired dipole sonic log and calculated den-

sity) matched the surface seismic data quite well (Figure 5.8). The top of the Ardley Coal

Zone is a strong peak picked at a depth of 440 m at the well location which corresponds

to 360 ms on the P-wave data. The next event is the top of the Cardium Formation

which correlates to a weak peak at approximately 1043 ms on the P-wave data (about

1610 m TVD) and the top of the Blackstone Formation correlates to a weak trough at
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about 1060 ms (about 1635 m TVD).

Figure 5.9 shows the processed P-wave data of Line 1 from Phase I and III only since

these surveys were recorded at the begining and at the end of the monitoring project

and are expected to have the largest time-lapse differences. The data quality is fair and

the main reflections were easy to pick starting from the shallow top Ardley Coal Zone to

the Viking Formation which is a sandstone-dominated zone. The Cardium Formation is

a low impedance unit on the baseline seismic, and even after injecting the CO2 gas, it

shows as a low amplitude on the monitor survey. The monitor stack has been matched to

the baseline stack over a time window above the reservoir. The difference section (Figure

5.9) shows no clear anomalies at or below the Cardium Formation (Alshuhail et al., 2008).

At the top of the Ardley, a small amplitude residual is seen on the difference section and

is attributed to low amplitude residual migration noise.

The time-lapse processed P-wave VSP section for Line 1 is shown in Figure 5.10.

As expected, the VSP data show higher bandwidth than the surface seismic data, par-

ticularly if we examine the Cardium event amplitude response which is stronger in the

VSP data compared to the surface seismic data. On the difference section, there is an

observed amplitude and time differences at the Cardium reservoir, even though the VSP

data was limited to about 100 m above the reservoir due to geophone array depth and

limited vertical aperture.

To summarize this section, the acquisition and processing of the monitoring program

was well executed. There were unavoidable repeatability issues with acquisition where few

shots could not be repeated due to new obstacles on site. Also, the increasing activities

and changes in near-surface conditions caused some of the nonrepeatability observed in

the data. Imaging the Cardium reservoir prior to CO2 injection was a challenge, and

even after injecting about 60,000 tonnes of gas, there was almost no seismic response

at the reservoir level. From the modeling study, the seismic response was subtle after
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Figure 5.8: P-wave seismic correlation at well 102/7 − 11 − 48 − 9. The blue trace is
synthetic seismogram, and the red trace is extracted from the surface seismic at the well
location (Chen, 2006).

101



Figure 5.9: Processed P-wave data from Line 1 (Alshuhail et al., 2008). Top is Phase I
(baseline), middle is Phase III (monitor) after poststack match filter, and at the bottom
is the difference. The red line is the projection of the 102/7− 11− 48− 9 well.
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Figure 5.10: Walkaway P-wave VSP data from Line 1 at the observation well (Alshuhail
et al., 2008). On the left is Phase I , middle is Phase III, and on the right is the difference.

replacing water and oil with gas. The estimated 4% decrease in P-wave velocity did not

materialize in an observable seismic anomaly. The difference observed on the VSP data

was not conclusive and could not be linked to the surface seismic data.

Because of these challenges, which have been stated in several CREWES reports and

theses, we decided to reprocess this dataset but for different objectives. The first one

is to test the new prestack surface-consistent matching filters on a field dataset with

repeatability issues. The second objective is to study which of the known repeatability

factors can be resolved with the new algorithm and which can not. There is also another

reason for reprocessing this dataset and that is to compare two processing sequences, in-

dependent versus simultaneous, as well as to build a processing flow for the new matching

filter algorithm. These objectives and the results obtained will be the subject of the next

few sections.
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5.3 Re-processing the Violet Grove data: prestack study

Line 1 (Figure 5.7) was acquired in 2005 with 77 shot locations and 151 receivers for

every shot. In 2007, the same line was acquired with only 71 shot locations but with

the same number of receiver locations as the baseline survey (100% receiver locations

repeatability). In the monitor survey, there were 6 shots that were not possible to repeat

due to activities on site. There were also 4 shot records acquired in the monitor line

that were not acquired in the baseline survey. The total common shot locations in both

surveys were 67 shots or about 87% of the baseline survey shot locations were repeated

successfully (Figure 5.11). In this study, we focus on the matched geometry between the

two surveys of Line 1.

We will begin by presenting the initial processing steps required for conditioning the

data prior to deconvolution and velocity analysis. Then we discuss the two processing

strategies, parallel and simultaneous, as well as details of the SCMF computations, in-

cluding the filter window and length, the four components of the matching filters, and

the results after applying the filters.

5.3.1 Pre-processing steps

Following the geometry match between the baseline survey and the monitor survey, we

examine a shot record from the middle of the line (Figure 5.12). We observe that surface-

waves dominate the shot record and only hints of primary events can be seen below ∼1

second of data on the far-offset traces. We also observe random noise in both surveys that

is likely to be nonrepeatable. The difference plot between the baseline and the monitor

survey shows that much of the linear noise has been canceled out, but random noise and

some primary reflectors appear in the residual plot. To measure the repeatability, we

compute the NRMS error, discussed in Section 2.4, for every sample in both shot records

and convolved the result with a 50 ms smoother. Figure 5.12(d) illustrates high error,
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Figure 5.11: Line 1 shot location for the baseline survey, in red, and the monitor survey,
in blue, displayed in the left panel. Only the common shot locations were processed for
time-lapse as shown in the right panel.
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in red color, dominating the section, except in parts of the section that are masked by

surface waves. There is a good repeatability of surface waves but poor repeatability of

reflected data and random noise.

The data shown in Figure 5.12 have a 500 ms window AGC for display only. The

data require an amplitude correction to compensate for energy loss with depth. The

amplitude correction used was a simple time raised to a power of 2.5 as

g(t) = t2.5, (5.1)

where g refers to gain correction and t is time. We have experimented with several power

values but 2.5 gave the best result. Following the amplitude adjustment, manual trace

edits were required for few of the traces that displayed as anomalous on some of the shot

records. The edited traces were zeroed out in both surveys. The linear noise (surface

waves, first arrivals, ...etc.) was attenuated using radial trace filtering (Henley, 2003)

targeting specific dips with estimated velocity trends and a specific time origin. This is a

cascaded process where linear noise trends are estimated first, then subtracted from the

data through a least-squares method.

Figure 5.13 is the result after spherical divergence correction and linear noise attenu-

ation. The baseline survey shows higher amplitude and different random noise (examples

are indicated by the green arrows) than the monitor survey. The difference between

the baseline and the monitor is shown in Figure 5.13(c) and illustrates clear nonrepeat-

able noise and primaries in the data that are not related to the injected CO2 gas. The

high amplitude noise close to the near offsets (0 m to +/-500 m) have low dips and are

difficult to attenuate using dip filtering techniques. The presence of noise makes investi-

gating the Cardium reservoir on prestack data a difficult task, especially when it has a

low impedance response. The low seismic response of the Cardium reservoir can hardly

be distinguished from the high amplitude noise, even on the monitor survey after the gas
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Figure 5.12: A raw shot record from the middle of Line 1. (a) shows the baseline, (b)
shows the monitor, (c) shows the difference, and (d) shows the computed NRMS error.
Red and yellow color mean high NRMS errors whereas blue means low NRMS errors.
An AGC filter with 500 ms length is applied for display purposes. Plots (b) and (c) have
the same amplitude scaling as plot (a).
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injection, where an increase in amplitude response is expected.

Above the Cardium reservoir, the prestack data lack strong coherent events, with

the exception of the Ardley Coal zone. This shallow event can be used for designing

the surface-consistent matching filters calculation. However, we decided not to use it

in this study for two reasons: 1) the limited offset extent (or low fold) which makes it

unfavorable for offset and midpoint filters, and 2) the high noise level generated from the

source and caused by proximity to the weathering layer.

Because of the weak seismic response of the Cardium reservoir, even after CO2 in-

jection, and the difficulty to distinguish it from the the high amplitude residual noise in

the data, we are modifying the objective of re-processing this data set. The new focus

is to minimize the nonrepeatability observed in the difference between the two datasets

utilizing the SCMF algorithm. We choose a window below the Cardium reservoir due to

higher signal-to-noise ratio and more reflected events. The minimization process will be

through the development of a set of surface-consistent matching filters designed from the

baseline and the monitor surveys.

5.3.2 Parallel processing

In this section, we process the baseline survey and the monitor survey independently.

The processing flow in Table 5.4 illustrates how the P-wave data were processed, as well

as some of the key parameters. This processing flow is fairly similar to that discussed in

Table 5.3.

As discussed in Chapter 4, an independent processing scheme without SCMF will

estimate independent source and receiver wavelets and static corrections for each survey.

Surface-consistent deconvolution may result in both datasets having similar wavelets, but

this is not guaranteed, since there is different random noise in each dataset. Moreover, the

long-wavelength error characteristic of surface-consistent methods will not be common if
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Figure 5.13: Data after amplitude recovery compensation and linear noise attenuation.
(a) shows the baseline survey, (b) shows the monitor survey, (c) shows the difference, and
(d) shows the NRMS error. Note the clear difference in amplitude strengths between the
base and the monitor as well as the nonrepeatability of the high amplitude (HA) noise
indicated by green. Plots (b) and (c) have the same amplitude scaling as plot (a).
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both lines are processed independently.

A minimum phase surface-consistent spiking deconvolution (SCSD), with 120 ms op-

erator length and 0.1% prewhitening, was computed independently for each line. The

SCSD was computed over a window extending from about 200 ms to about 2500 ms.

Then four-term surface-consistent amplitude corrections (SCAC) are computed using a

deep window (light blue window in Figure 5.14) with good coherent events. Figure 5.14

shows the result after SCSD and SCAC. The difference between the baseline and the mon-

itor line has been reduced slightly compared to that shown in Figure 5.13, particularly

where coherent events are present between 1 and 2 second. The high amplitude noise

near the zero-offset has been attenuated, but random noise increased slightly after de-

convolution, as expected. This is reflected in the computed NRMS error (Figure 5.14(d))

when compared to the NRMS error presented in Figure 5.13(d).

Table 5.4: Parallel processing flow of Line 1 P-wave surface seismic data set.

Parallel processing flow for the P-wave data

Geometry assignment, match 2005 - 2007
True amplitude recovery (exponent =2.5)
Trace edits (manual)
Ground roll attenuation
Minimum phase Surface-consistent deconvolution (120 ms operator length;

0.1% prewhitening;
Surface-consistent amplitude correction
Datum statics corrections(datum 910 m; replacement velocity 2500 m/s)
Preliminary velocity analysis
Surface-consistent residual statics
Final velocity analysis
Normal moveout corrections
Mute first break
CMP stack
F-X noise attenuation
Poststack Kirchhoff migration
For display:
Bandpass filter (8 - 12 - 55 - 70 Hz)
Mean scaling (1000 ms)

For every survey, deconvolution and amplitude adjustments are followed by a pre-
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liminary velocity analysis, a first pass of surface-consistent residual static corrections, a

final velocity analysis, then a second pass of surface-consistent residual static corrections.

Figure 5.15 shows the final velocity analysis of CMP 135 (middle of the line) from the

baseline survey. Our careful analysis of the velocity at the Cardium level did not boost

its seismic response.
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Figure 5.14: The baseline shot (a) and the monitor shot (b) after independent SCSD and
independent SCAC. The difference is shown in (c) and the NRMS error is in (d). Plots
(b) and (c) have the same amplitude scaling as plot (a).
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Figure 5.15: Final velocity analysis for CMP 135.
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5.3.3 SCMF

In this section, we will compute the surface-consistent matching filters (SCMF) using the

baseline and the monitor surveys after linear noise attenuation and spherical divergence

correction. The SCMF will be computed so that the monitor line is matched to the base-

line. We compute the four components SCMF using equation 3.14. Similar to what has

been presented in the synthetic datasets, the geometry matrix is overdetermined (more

equations than unknowns) and underconstrained (deficient in the number of independent

equations available to solve for the unknowns).

The computed SCMF is centered on a strong reflector below the Cardium Forma-

tion (window of analysis in Figure 5.14). The window length is 300 ms and the filter

length is 75% of the trace length. We begin by crosscorrelating traces from the moni-

tor survey and the baseline survey and align them, based on maximum crosscorrelation.

After that, we compute trace-by-trace time-domain match filters. Each time-domain

match filter is transformed to the frequency domain, which is followed by an indepen-

dent surface-consistent decomposition for each frequency. This is followed by an inverse

Fourier transform of the solution to time-domain. We also decompose the time shifts

computed to align the traces into a surface-consistent set (Figure 3.9). The output of the

algorithm is a set of surface-consistent matching filters with associated surface-consistent

time-shifts. Both outputs are used to match the monitor survey to the baseline survey

in the least-squares sense.

The source and receiver-components of the surface-consistent filters are illustrated in

Figure 5.16 and similarly the two subsurface-consistent components are shown in Figure

5.17. The computed source and receiver strengths (the time-average filter magnitude)

will not be used and only displayed as a form of quality control. We notice a reason-

able correlation between each of the component’s strength and its fold (Figure 5.23),

particularly for the offset term.
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In addition to the four-component filters, we decomposed the time-shifts used to align

the traces before computing the trace-to-trace match filter. Figure 5.18 illustrates the two

term, source and receiver, surface-consistent time-shifts. The four-term SCMF and the

two-term surface-consistent time-shifts are convolved with the monitor survey in order

to match it to the baseline.

(a) (b)

(c) (d)

Figure 5.16: Computed source filters shown in (a) and the time-average of the source
filters magnitude in (b). In (c) is the receiver filters and their mean magnitude is in (d).

Figure 5.19 shows a baseline shot record and a monitor shot record after applying the

four-term SCMF. The difference, particularly that of primary events observed between

1.5 s and 2.0 s, is minimized in the new difference in Figure 5.19(c). The residual is mostly
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(a) (b)

(c) (d)

Figure 5.17: Computed offset filters shown in (a) and their mean magnitude for each
offset in (b). (c) shows the midpoint filters, and their mean magnitude is in (d).
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(a) (b)

Figure 5.18: The surface-consistent time-shifts for the source terms (a) and the receiver
terms (b).

random noise that is difficult to model in a surface-consistent algorithm. We decided to

leave this random noise in the prestack data, but we expect that in the process of CMP

stacking that much of the noise will be canceled out.

Figure 5.20 is a zoom into the SCMF window for the same shot record illustrated

in Figures 5.13 and 5.19. The SCMF corrected for the amplitude difference between

the baseline and monitor surveys as well as time and phase shifts. There is a minimum

residual that is related to primary event. Much of the high amplitude in the middle of

the shot is random noise.

5.3.4 Simultaneous processing

The SCMF should equalize the source and receiver wavelets and the statics of the monitor

survey to that of the baseline survey. The output after applying the SCMF to the monitor

data is a new matched monitor survey with matched source and receiver terms as well as

the two subsurface terms (offsets and midpoints). Our modified simultaneous processing

discussed in Chapter 4 is possible at this stage. The baseline and the matched monitor

datasets are then merged for all subsequent surface-consistent processes. These included
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Figure 5.19: The baseline shot (a) and the monitor shot after applying the four-compo-
nents SCMF (b). The difference is shown in (c) and the NRMS error is in (d). Note that
the difference observed in Figure 5.13(c) is minimized after applying the SCMF, with the
exception of the near-offset noise. Plots (b) and (c) have the same amplitude scaling as
plot (a).
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Figure 5.20: A zoom on the match filter window for the baseline (a), monitor (b), SCMF
monitor (c), difference before SCMF (d), and difference after applying SCMF (e). All
plots have the same amplitude scaling as the baseline.
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Figure 5.21: (a) shows the NRMS error computed from the baseline and the monitor
without SCMF, and (b) shows the NRMS error after applying SCMF to the monitor
survey.

a pass of surface-consistent spiking deconvolution (SCSD), a pass of surface-consistent

amplitude correction, and two passes of surface-consistent residual statics (Table 5.5).

Table 5.5: Simultaneous processing flow of Line 1 P-wave surface seismic data set.

Simultaneous processing flow for the P-wave data

Surface-consistent matching filter
Minimum phase Surface-consistent deconvolution (120 ms operator length;

0.1% prewhitening;
Surface-consistent amplitude correction
Surface-consistent residual statics

The process for merging the two datasets for SCSD starts by sorting the baseline data

into the source domain, then constructing a single vector for every shot record where

all traces are concatenated into a long vector or ”supertrace”. The same procedure is

repeated for all shot records. Similarly, the monitor data are sorted in source domain,

then a single vector is formed for every shot record. We merge the datasets by forming

a single long vector for every co-located shot. We call each of the supertraces the input

seismic which will be used in a time-domain Wiener spiking deconvolution algorithm.
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Similarly, we form a design supertrace for every shot record. The design trace is shorter

than the input trace and is extracted from a constant time window, 0.3 s to 2.3 s. We

solve the least-squares system and save the output.

After deconvolving the source term, we store the data and use it as input after sorting

it into the receiver domain so that the receiver term can be deconvolved too. A similar

process is done for the other two components, offsets and midpoints, respectively.

Figure 5.22 is the result of simultaneous SCSD. This result is slightly noisier but

displays a sharper image than that shown in Figure 5.20. NRMS errors are sensitive to

random noise, and since random noise is different in both surveys, the NRMS error after

simultaneous SCSD has increased slightly.

We follow the simultaneous SCSD with surface-consistent amplitude correction (SCAC).

We compute the RMS (root-mean-squares) amplitude for every trace over the same win-

dow used for the SCMF. The form of the least-squares system is:Gb

Gm

 [x] =

db

dm

 , (5.2)

where Gb and Gm represent the geometry matrix for the baseline survey and the monitor

survey, respectively. In this example, both matrices are exactly the same. x is a vector

containing the unknowns, mainly the sources, the receivers, the offsets, and the midpoints.

The right-hand-side of equation 5.2 contains the data vector, where db represents the RMS

amplitude of every trace in the baseline survey, and dm represents the RMS amplitude

of every trace in the monitor survey. The inversion is solved by using the damped least-

squares method:

[x] =

GT
b Gb + α2I

GT
mGm + α2I


−1 GT

b

GT
m


db

dm

 . (5.3)

A small α is used to stabilize the inversion (we found that 1 works best). Figure 5.23

shows the decomposed four-term amplitude corrections. The four corrections are directly
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Figure 5.22: Simultaneous surface-consistent deconvolution for baseline (a), matched
monitor (b), difference (c), and the NRMS error (d). A bandpass filter (4-8-90-100 Hz)
is applied for display. Plots (b) and (c) have the same amplitude scaling as plot (a).
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related to the fold of each of the component. For example, when the fold is high, the

computed correction is low and vice versa.

Figure 5.24 illustrates the results of applying the four-terms SCAC. The amplitude is

balanced especially at the far offsets when compared to that shown in Figure 5.22. Despite

this correction in amplitude, the NRMS error does not show significant improvement.

After SCAC, we picked the first break times and computed datum statics using a

replacement velocity of 2500 m/s and an elevation of 910 m. Then we applied an initial

velocity model based on the baseline survey to correct for normal-moveout (NMOC). A

first pass of simultaneous surface-consistent residual statics is computed using a simi-

lar approach to that of SCAC in equation 5.3, except that db represents the baseline

survey time-shifts and dm represents the monitor survey time-shifts. x contains the four-

components surface-consistent static corrections (SCSC) to be determined. This is then

followed by a careful pick of the final velocity, picked on the baseline survey only, then

another pass of simultaneous SCSC.
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(e) (f)

(g) (h)

Figure 5.23: Simultaneous surface-consistent amplitude corrections (SCAC) and their
corresponding fold. The panels show the SCAC for sources-term (a), the source fold (b),
the SCAC for the receivers-term (c), the receiver fold (d), the SCAC for offsets-term (e),
the offset fold (f), the SCAC for the midpoints (g), and the midpoint fold (h).
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Figure 5.24: Simultaneous surface-consistent amplitude correction for baseline (a),
matched monitor (b), difference (c), and the NRMS error (d). A bandpass filter
(8-12-55-70 Hz) is applied for display. Plots (b) and (c) have the same amplitude scaling
as plot (a).
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5.4 Poststack Analysis of the processed data

In this section, we will discuss the poststack results of both parallel and simultaneous

processing. Table 5.4 shows the parallel processing where CMP stacking is followed by

FX-deconvolution (Canales, 1984) for noise attenuation and Kirchhoff migration. The

FX-deconvolution applies a Fourier transform to each trace of the stacked data, followed

by a complex Wiener filter in space for each frequency, and then inverse transform back

to the time domain (Canales, 1984). This method reduces the incoherent noise from the

seismic data. In the simultaneous processing flow, the survey data are separated for CMP

stacking, FX-deconvolution, and Kirchhoff migration. All stack displays in this section

have bandpass filter of 8-12-55-70 Hz applied, and a mean scaling of 1000 ms. Moreover,

all plots have exactly the same amplitude clipping as that of the baseline stack. NRMS

plots will be used as a measure of repeatability plotted with the same scaling limits (0

to 200 %). Since poststack matching is common in time-lapse processing, we will be

presenting the result of applying it to both parallel and simultaneous processing and we

will include NRMS error analysis.

5.4.1 Parallel processing

Figure 5.25 shows the parallel processing result for the baseline survey, the monitor sur-

vey, and their difference. In the difference section, we observe residual higher amplitude

events, especially between 1.2 s and 1.4 s, in addition to differences below 1.4 s but at

slightly lower amplitudes. Note the differences at the edges are due to loss of fold. Be-

cause we processed both lines independently, we do not expect a close match (both in

amplitudes and time) due to the difference in random noise and the possibilities that the

near-surface conditions were slightly different.

The computed NRMS error is shown in Figure 5.26. A histogram plot of the error

shows that the mean error is ∼75%. Note also that most of the red color relates to
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errors higher than 100% which might be indicative of the high amplitude noise trends

near zero-offset observed in the prestack data which were not canceled by stacking. On

the other hand, examining the error in the 300 ms window of analysis (light blue color),

which is the window of the SCMF discussed earlier in 5.3.3, it averaged ∼42%.

5.4.2 Simultaneous processing

We stacked the result of the simultaneous processing, shown in Section 5.4.2, indepen-

dently. We also applied FX-deconvolution and Kirchhoff migration on the stacked data.

Figure 5.27 displays the stack result of the baseline survey, the SCMF monitor, and their

difference. The difference stack show much less coherent event when compared to Figure

5.25(c). The high amplitude residuals are patchy and can be attributed to: 1) low fold at

the edges of the seismic line, and 2) incoherent noise that failed to stack out (particularly

between 1 s and 1.3 s). We noted earlier in Figure 5.23 that the offset and midpoint terms

have variable fold which impacts their solution. When the fold is high, the solution is

highly accurate, but when the fold is low, it negatively impacts the solution.

Figure 5.28 shows the NRMS error computed from the stacks of the simultaneous

processing. The mean value of the NRMS error is down by about 25% compared to

parallel processing. Although the reduced mean value does not seem that high after

applying the SCMF and the simultaneous processing, we notice that many of the residuals

with errors greater than 75% have been reduced significantly. The occurrences of yellow

and red colors, indicating errors higher than 75%, are greater in Figure 5.26(a) compared

to Figure 5.28(a).

The mean NRMS error inside the SCMF window of analysis is ∼27%. The low NRMS

error indicates a good repeatability between the two time-lapse surveys after applying

the SCMF and the simultaneous processing flow.
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5.4.3 Poststack matching

Now that we have examined the results of independent and simultaneous processing, we

analyze the stacks after poststack matching. We applied a match filtering technique that

is a least-squares algorithm that is commonly used to minimize differences between two

traces. The difference can be related to amplitude, or time or both. The match filter

that we use here minimizes squared error (L2 Norm) between two datasets using a finite

length filter. The time window of the filter is from 1.0 s to 2.0 with a filter length equal

to the trace length, i.e. 1.0 s. We also used a 5% additive noise factor to stabilize the

inversion and applied a Hanning (cosine) taper to the input traces.

Figure 5.29 shows the parallel processing stacks for the baseline, the monitor after

applying match filter, and their difference. An average -2.0 ms time shift was computed

from crosscorrelating traces in the monitor stack to the same ones in the baseline stack.

After shifting the monitor stack to match the baseline, a least-squares match filter to

adjust amplitudes and phase was computed and applied. The NRMS error was computed

and is shown in Figure 5.30. The histogram plot of NRMS error shows a mean value

close to 25% and the mean NRMS error in the 300 ms window of analysis (light blue

color) is about 12.7%.

Comparing the results above to the simultaneous stacks in Figure 5.31 after computing

and applying poststack match filters, they appear to be very similar. There was no time-

shift required in the case of the SCMF and simultaneously processed monitor stack when

crosscorrelated with the baseline. This indicate that the variations observed in Figure

5.27(c) were mostly amplitude differences. The NRMS error is shown in Figure 5.32 and

is very similar to that of the parallel processing result after poststack match filters. The

mean NRMS error in the window of analysis (light blue color) is 12.8%, similar to that

reported in the parallel processing after poststack match fitlers.
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5.5 Summary

In this chapter, we examined a 2D time-lapse data set from a pilot CO2 injection site

in Alberta, Canada. There were many challenges in this data set, as is the case with

many land seismic datasets, including coherent and incoherent noise. Attenuating the

coherent noise is not a challenge providing that these noise have dips distinguishable

from primary events. In addition to noise, near surface seasonal variations can have

nonrepeatable effects on the downgoing and upgoing wavefields. The near surface acts

as a filter to the passing wavefields and affects their traveltimes and amplitudes. The

last challenge, which is specific to this data set, is difficulty in imaging the target zone

either before or after the gas injection. The imaging problem is due to a thin reservoir

with indistinct acoustic impedance contrast.

We attenuated most of the linear noises except those with high energy and concen-

trated in the near offsets of the shot records. The difficulty with these noises is that

their dips were similar to those of primary reflections. We had to change our strategy

in processing those data from using a match filter design window above the reservoir

to a different one below the reservoir. We computed the surface-consistent match filter

over a 300 ms window (light blue color). The four-component SCMF were computed

and applied to the monitor survey to match it to the baseline. The prestack result is

encouraging but due to high noise level, other processing such as deconvolution, am-

plitude corrections and CMP stacking incrementally improved the repeatability of both

data sets.

The data set was processed using two processing schemes:

1. parallel processing scheme, and

2. a modified simultaneous processing scheme where both data sets were

merged for all surface-consistent process.
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The modified simultaneous processing scheme benefited from the SCMF where the

merged surveys share a common source, a common receiver, a common offset, and a

common midpoint solution for every co-located term in all surface-consistent process.

This modification is an improvement over the existing time-lapse simultaneous processing

scheme where the merged data set share a common midpoint operator and in some cases

a common offset operator.

The simultaneous processing flow after applying the SCMF improved the repeatabil-

ity of the monitoring seismic data. The independent processing scheme was unable to

overcome the residual in amplitude and time between the two surveys. These differences

were easy to observe after CMP stacking. Other than the high amplitude random noise

that are still persistent in the final stack, the simultaneous processing result is clearly

better than the parallel processing stack section.

Finally, we applied a poststack match filter, which included a time-shift and an am-

plitude correction to the parallel processing result. The error between both data sets

reduced significantly averaging about 12%. Similarly, a poststack match filter is ap-

plied to the simultaneous processing result but only for amplitude correction since time

shift was not required. The final result was similar to that obtained from the parallel

processing after the poststack match filter.
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(a)

(b)

(c)

Figure 5.25: Parallel processing stacking result after poststack Kirchhoff migration,
FX-deconvolution, and for display has a bandpass filter (8-12-55-70) and 1000 ms window
scaling. (a) is the baseline stack, (b) is the monitor stack, and (c) is the difference.
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(a)

(b) (c)

Figure 5.26: (a) shows the NRMS error of the stacks in Figure 5.25. (b) shows a histogram
of the error versus frequency and (c) shows an average of the NRMS error computed from
the window of analysis (light blue box) in Figure 5.25.
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(a)

(b)

(c)

Figure 5.27: Simultaneous processing stacking result after poststack Kirchhoff migration,
FX-deconvolution, and for display has a bandpass filter (8-12-55-70) and 1000 ms window
scaling. (a) is the baseline stack, (b) is the SCMF monitor stack, and (c) is the difference.
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(a)

(b) (c)

Figure 5.28: (a) shows the NRMS error of the stacks in Figure 5.27. (b) shows a histogram
of the error versus frequency and (c) shows an average of the NRMS error computed from
the window of analysis (light blue box) in Figure 5.27.
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(a)

(b)

(c)

Figure 5.29: Parallel processing stacking result shown in Figure 5.25 after poststack
matching of amplitudes and time-shifts. (a) is the baseline stack, (b) is the monitor
stack after matching, and (c) is their difference.
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(a)

(b) (c)

Figure 5.30: (a) shows the NRMS error of the stacks in Figure 5.25. (b) shows a histogram
of the error versus frequency and (c) shows an average of the NRMS error computed from
the window of analysis (light blue box) in Figure 5.29.
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(a)

(b)

(c)

Figure 5.31: Simultaneous processing stacking result shown in Figure 5.27 after poststack
matching of amplitudes and time-shifts. (a) is the baseline stack, (b) is the monitor stack
after matching, and (c) is their difference.
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(a)

(b) (c)

Figure 5.32: (a) shows the NRMS error of the stacks in Figure 5.25. (b) shows a histogram
of the error versus frequency and (c) shows an average of the NRMS error computed from
the window of analysis (light blue box) in Figure 5.31.
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Chapter 6

Conclusions

We have introduced new techniques that overcome some important issues in current time-

lapse processing schemes. We have demonstrated with difficult examples that the new

algorithm and the modifications added to the simultaneous processing workflow provided

good-quality time-lapse result from which we can deduce reliable information about the

changes in the subsurface.

In chapter 2, we presented a review of the theory of the surface-consistent model, the

model’s basic assumptions, its basic form, and some of its applications in seismic data

processing. We have also touched on some of the methods used to solve the surface-

consistent equations for the statics problem, which is quite similar to the equation of

the SCMF. The accuracy of the surface-consistent model was discussed and some of the

factors that impact its result was briefly mentioned.

In chapter 3, we presented a new filter algorithm, which we termed surface-consistent

matching filters (SCMF), that can be used to match one data set to another in a time-

lapse experiment. The new algorithm is an extension of the well known surface-consistent

deconvolution where the data required are the trace-by-trace spectral ratios of two data

sets instead of the spectrum of a single one. We have demonstrated that computing the

spectral ratios in a stable manner is possible by Fourier transforming the trace-sequential

time-domain least-squares matching filters. A subsequent least-squares solution then

factors the trace-sequential matching filters into four surface-consistent operators: source,

receiver, offset, and midpoint. The output of the algorithm is a set of surface-consistent

convolutional filters with associated surface-consistent time shifts. These filters and time

shifts will be used to match the monitor survey to the baseline survey in the least-squares
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sense.

In chapter 4, using a synthetic seismic model, we applied the four-term surface-

consistent matching filters to the monitor survey to match it to the baseline survey

over a temporal window above the reservoir. The prestack nonrepeatable difference be-

tween the matched monitor survey and the baseline survey was quite small compared to

the difference before applying the SCMF. The simulated nonrepeatable effects are quite

complex and included reflection amplitude variations, wavelet bandwidth and phase dif-

ferences, and large static shifts averaging 26 ms. We have demonstrated that on single

trace gathers, trace-sequential matching filters could reduce the differences between time-

lapse surveys when compared to surface-consistent matching filters. However, after two

iterations of simultaneous surface-consistent static correction and stacking, the trace-

sequential matching exhibits high NRMS (35%) while the surface-consistent matching

filters improve significantly (NRMS of 15.7%). We have also shown that applying the

four-component surface-consistent matching filters yielded the lowest NRMS difference

(15.7%) compared to applying only two-term or even three-term surface-consistent match-

ing filters. Migration shows slight improvement with a mean NRMS of about 13.6%.

Another application of the new algorithm on a field data set was presented in chap-

ter 5. We compared the result of two processing schemes:

1. parallel processing scheme, and

2. a modified simultaneous processing scheme where both data sets were

merged for all surface-consistent process.

The modified simultaneous processing scheme benefited from the SCMF where the merged

surveys shared a common source, a common receiver, a common offset, and a common

midpoint solution for every co-located term in all surface-consistent process. This modi-

fication is an improvement over the existing time-lapse simultaneous processing scheme
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where the merged data set share a common midpoint operator and in some cases a com-

mon offset operator. The independent processing scheme was unable to overcome the

difference in amplitude and time between the two surveys. A poststack match filter which

included a time-shift then followed by an amplitude correction to the parallel processing

result reduced the error significantly to about 12%. Similarly, a poststack match filter

applied to the simultaneously processed stacks but only included amplitude correction

since time shift was not required and the reduced error was about 12% too.
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