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Abstract

Perturbation theory has been used widely in many applications in seismology, more re-

cently for time-lapse studies. Time-lapse studies are cost-effective approaches for monitoring

changes in a reservoir due to production or enhanced oil recovery techniques to restore forma-

tion pressure and improve the fluid flow over a period of time in a reservoir. By monitoring

these changes, time-lapse studies facilitate management of a reservoir and extend the useful

life of an oilfield.

Perturbation or, scattering theory is used as a framework to model these difference data

in a time lapse study. The baseline survey (before changes) is set as a background medium

which undergoes a range of perturbations by the time of the monitor survey (after changes).

The study in this thesis focuses on applying the perturbation theory in time-lapse problems

to describe the difference data from a baseline survey to a monitor survey in a reservoir.

Changes in the pressure or fluid saturation in a reservoir cause changes in seismic parameters

such as P-wave and S- wave velocities and density. These changes give rise to difference data

between the baseline survey data and monitor survey data. The perturbation quantifies the

changes in P-wave and S-wave velocity and density from the time of the baseline relative to

the time of the monitor survey.

Time-lapse amplitude variation with offset (AVO) methods are applied to analyze changes

in the seismic parameters. A scheme for modelling linear and nonlinear elastic time-lapse

difference AVO data for P-P sections (an incident P-wave with reflected P-wave) is formu-

lated. This framework is expressed as perturbation in P-wave and S-wave velocities and

density. The perturbations in these parameters are defined such that they can account for

the changes in the baseline survey for the wave entering from the cap rock (layer above

the reservoir) into the reservoir, and the time-lapse changes in the reservoir. The difference

data then, are described as an expansion in orders of both baseline interface properties and
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time-lapse changes from the time of the baseline survey to the time of the monitor survey. I

have also examined this formulation with the numerical data used in the literature for real

time-lapse data. To first order the framework for time-lapse difference data is in agreement

with Landrø’s linear approximation. The higher order terms represent corrections appropri-

ate for large P-wave and S-wave velocity and density contrasts in the reservoir from the time

of the baseline survey to the time of the monitor survey. This framework is then expanded

to describe the difference data for shear waves and converted waves.

A physical modeling data set is acquired, simulating a time-lapse problem, to validate

the theoretical results for P-P data. Physical modelling of geophysical data provides physical

property distributions of the Earth which are invariably simpler than the real Earth, and

the degree of simplification depends upon the geometry used for the data acquisition. 3D

seismic surveys resembling the baseline and monitor surveys are modeled with The University

of Calgary Seismic Physical Modelling Facility. Plexiglas, Polyvinyl chloride (PVC), and

phenolic slabs are used as proxy materials to simulate the cap rock and reservoir at the time of

baseline and monitor survey, respectively. Reflected amplitudes are picked at plexiglas-PVC

and plexiglas-phenolic (along the direction of the isotropic plane for phenolic) interfaces and

are corrected for geometrical spreading, emergence angle, free surface, transmission loss, and

radiation patterns. Results indicate that higher order expansion terms, involving products

of elastic time-lapse perturbation and baseline medium perturbation, match laboratory data

with significantly reduced error in comparison to linearized forms. We conclude that in

many plausible time-lapse scenarios the increase in accuracy associated with higher order

corrections demonstrated in this thesis enhances time-lapse modeling.

In the last part of the study, in conjunction with Talisman Energy Inc. part of Repsol

Group, a multicomponent time-lapse seismic data set, which was acquired during hydraulic

fracturing of two horizontal wells in the unconventional Montney Reservoir at Pouce Coupe

Field in the Peace River area, has been used to compare our theoretical results for P-P data.
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These real data are analyzed to validate derived linear and nonlinear theoretical results for

the time-lapse AVO difference during the change in a reservoir from the baseline survey

relative to the monitor survey. A well tie has been generated to determine the location

of the reservoir on the seismic data at the Montney Formation. Synthetic logs for P-wave

and S-wave velocities and density are then generated for the monitor survey. Analyzing the

baseline and monitor surveys shows that the nonlinear components of the difference data

interpretation scheme do not contribute significantly to estimate time-lapse AVO difference.

This is consistent with the fact that the Pouce Coupe data set has a low baseline contrast

between the layer above the reservoir and reservoir and a low time-lapse contrast from the

baseline survey to the time of the monitor survey. Expanding the field data component of

this research, to provide field case studies validating the nonlinear portion of the theory in

addition to the linear portion, is a matter of ongoing research which will confirm after this

thesis.
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Chapter 1

Introduction

1.1 Statement of the problem

In oil and gas development, exploration and production companies have developed and

utilized geophysical techniques and methods to enhance oil and gas recoveries. Fields of study

such as geology, petrophysics, geophysics, and reservoir engineering have been integrated to

optimise exploration and development of hydrocarbon resources. The role of geophysics and

seismic data in the exploration and development of hydrocarbons onshore and offshore has

been proven to be important (Bjørlykke, 2010). Seismic monitoring of changes in reservoir

parameters over time, or time-lapse seismic methods, have become a fundamental element

of reservoir development plans. Time-lapse seismic data analysis is applied to monitor hy-

drocarbon/steam migration within reservoirs and can be linked to enhanced production. 4D

time-lapse seismic data are also capable of monitoring underground storage of CO2 gas and

monitoring geohazards (Landrø, 2010). In 4D seismic data, a survey before production, the

baseline survey, is compared with another survey after production, or monitoring survey.

The difference data are the differences between the baseline survey data and the following

monitor survey data (Greaves and Fulp, 1987; Lumley, 2001).

Changes in reservoir parameters such as fluid saturation and pressure can be related

to changes in seismic parameters such as compressional and shear wave velocities (P-wave

and S-wave velocities respectively), and density of a reservoir. The amplitudes of seismic

arrivals or events vary with the distance between the source and receiver or offset. Amplitude

variation with offset (AVO) methods can be used to determine thickness, porosity, density,

velocity, lithology and fluid content of rocks as the amplitude of a reflection wave changes at

the boundary between rocks (Castagna and Backus, 1994; Aki and Richards, 2002). Time-
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lapse AVO signatures can be used to estimate fluid and pressure related changes in a reservoir

because of their sensitivity to the changes in P-wave and S-wave velocities and density (Tura

and Lumley, 1998; Landrø et al., 1999). Landrø (2001) expressed the relationship between

changes in seismic parameters with fluid saturation and pressure changes. He obtained (

with the assumption that cap rock seismic property stays the same for both baseline and

monitor surveys) a linear approximation for the change in reflectivity for P-wave velocity of

the difference data which occurs when the fluid saturation and pressure change in a reservoir

(Landrø, 2001):

∆RPP (θ) =
1

2

(
∆ρ

ρ
+

∆VP
VP

)
− 2

V 2
S

V 2
P

(
∆ρ

ρ
+ 2

∆VS
VS

)
sin2 θ +

∆VP
2VP

tan2 θ, (1.1)

where ∆RPP is the difference data reflection coefficient, ∆VP , ∆VS, and ∆ρ are time-lapse

changes in P-wave and S-wave velocities and density, respectively. VP , VS, and ρ are the

average P-wave, S- wave, and density between the cap rock and reservoir at the time of the

baseline survey. The applicability of Landrø’s linear equation for difference time-lapse data

is dependent on the degree of the contrast between cap rock and reservoir in the baseline

survey and also changes in the reservoir parameters from the time of the baseline survey

relative to the time of the monitor survey. When these contrasts are relatively large, which

is plausible in time-lapse scenarios, as shown by Landrø (2001), the accuracy of the linear

approximation diminishes. This suggests that the nonlinearity of the difference data and

time-lapse changes should be accounted for. Therefore, obtaining higher-order terms of

relative changes in P-wave and S-wave velocities and density for time-lapse difference data

is a high priority, especially when a higher contrast in the reservoir between the baseline and

monitor surveys is suspected (Landrø, 2001; Thore and Hubans, 2012). Trani et al. (2011)

showed that the linear approximation of changes in gradient reflectivity can cause biased

estimates of changes in saturation and the leakage between estimated pressure and saturation

changes. These effects can be reduced by including higher order terms into description of

changes in gradient reflectivity (Trani et al., 2011). Also Landrø initially provided second-
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order approximation terms for time-lapse reflectivity change by adapting the linear equations

(Landrø, 2001).

With this research, we concern ourselves with the nonlinearity in the relationship between

changes in the reflectivity of time-lapse difference data and the relative changes in the elastic

properties of the target, and accuracy issues which may arise from its linearization. Within

the nonlinear terms we note and analyze the important role played by coupling between

baseline properties and time-lapse changes in determining reflectivity changes. This coupling,

discussed in the acoustic limit by Innanen et al. (2014), is being studied in the elastic time-

lapse context for the first time in this thesis.

1.2 Seismic time-lapse monitoring

Reservoir properties change over time due to production or the employment of enhanced

oil recovery techniques (EOR). These techniques such as water flooding, gas injection, steam

flooding, and hydraulic fracturing are implemented to enhance the reservoir recovery oper-

ation by restoring formation pressure and improving the fluid flow (Speight, 2013). Both

production and EOR techniques can change fluid saturation, pressure and temperature in a

reservoir, and this will cause changes in elastic parameters. Time-lapse studies monitor these

changes in the reservoir over time and help to optimize the efficiency of the production. In

the time-lapse monitoring process, a baseline survey is acquired prior to onset of production

for a given reservoir. This is followed by one or more seismic surveys (monitor surveys) over

a particular interval of time during which geological/geophysical characteristics of a reser-

voir are expected to change. Comparison of repeated seismic surveys over months, years, or

decades adds the dimension of calendar time to our data analysis capability. Subtracting

the baseline survey data from the monitor survey data forms time-lapse seismic difference

data (Lumley, 2001; Arts et al., 2004; Greaves and Fulp, 1987).

Time-lapse difference data in principle reflect changes occurring in the reservoir from the
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onset time of the baseline survey relative to the time of the monitor survey. For this to be

true, both baseline and monitor images must be independent of the acquisition geometry.

The quality of time-lapse seismic difference data, therefore depends on the repeatability

between the baseline and monitor surveys. Many factors such as noise, change in source

wavelet, weather, sea currents (for marine surveys) and any other survey conditions diminish

the repeatability. Developments in seismic acquisition and processing have improved the

quality of time-lapse data and repeatability, which improve the time-lapse interpretation

(Nguyen et al., 2015; Vedanti et al., 2009; Eastwood et al., 1999; Johnston, 1997).

Time-lapse seismic data captures dynamic behaviours of the reservoir which are not

predicted by static reservoir modelling, and are typically characterized by simulation models.

Major oil companies now use time-lapse seismic data in reservoir management (Johnston,

2013; De Waal and Calvert, 2003; Tura, 2003).

Changes in properties of a reservoir produce corresponding changes in P-wave and S-wave

velocities and density. The 4D time-lapse signal is sensitive to the changes of impedance and

interval parameters in the reservoir, which lead to measurable changes in seismic amplitude

and travel time of the seismic traces. An example of this is a noticeable phase-shift (Thore

and Hubans, 2012). Changes in seismic arrival time in the monitor survey in comparison with

the baseline survey, or time-shift analysis, provide information about the vertical distribution

of changes in a reservoir due to production (Landrø, 2001; Trani et al., 2011; Ghaderi and

Landrø, 2009; Thore and Hubans, 2012; Yang et al., 2014). Time-shifts may be due to the

physical displacement of the reservoir boundaries or a velocity change above the reservoir.

Yang et.al. presented a time-lapse image domain wavefield tomography (IDWT) method to

monitor time-shift caused by time-lapse velocity changes.

A model-based inversion method has been developed by Thore and Hubans (2012) to

estimate the changes in the elastic properties of a reservoir due to production. They suggested

a formula relating the difference between the baseline trace and the monitor trace to the
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changes in the P-wave velocity and the density (Thore and Hubans, 2012; Williamson et al.,

2007). Thore and Hubans (2012) and Williamson (2007) make use of a model based formula

which takes into account time-shifts of events of interest which occur because of time-lapse

changes in the P-wave velocity of the overburden. This formula, which is not derived but

simply intuited, is highly nonlinear, since the shift of a ∆VP/VP interface is given by the

sum of ∆VP/VP itself from the surface to the interface. The role of nonlinearity between

time-lapse medium property changes and time-lapse difference data is a key theme in this

thesis.

Time-lapse changes also induce amplitude changes in the seismic data, wherein non-

linearity may play a significant role. Innanen et al. (2014) investigated a mathematical

description of production or gas/fluid injection induced changes in the reservoir and the as-

sociated variation in AVO and travel time signature. Their work was limited to acoustic and

absorptive-acoustic cases, however (Innanen et al., 2014). In this thesis a full elastic account

of linear and nonlinear difference reflection data amplitudes is provided . AVO analysis of the

4D time-lapse signal during the production period is investigated by building a theoretical

framework to model these changes.

1.3 Expected changes in elastic properties due to change in reservoir pa-

rameters

4D time-lapse monitoring links reservoir parameters such as fluid saturation and pressure

to seismic parameters such as P-wave and S-wave velocities, and density. This link is theoret-

ically founded on physics models such as the Gassmann model (Landrø, 2010). Time-lapse

changes can be characterized by changes in fluid saturation and pore pressure. However,

the pressure effect on the 4D seismic data is not the same as fluid saturation effect. Of

the two, saturation changes have typically larger effect on seismic parameters than pressure

but counterexamples do exist (Landrø, 2001). Time-lapse AVO methods discriminate be-
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tween changes in the pore pressure and saturations in the reservoir (Veire et al., 2006). Tura

and Lumley (1998) and Landrø et al. (1999) separately developed methods to discriminate

between pore pressure and saturation changes, based on the idea that S-wave velocity is

not sensitive to fluid saturation, whereas P-wave velocity and density vary relative to both

pressure and fluid saturation changes (Tura, 2003).

The relationships between seismic parameters and fluid saturation and pore pressure

is approximated linearly by Landrø (2001). Bhakta and Landrø (2014) estimated more

realistic saturation and pressure changes for shallow reservoir with high VP/VS ratio, where

Landrø’s linear approximation is not accurate. They used a method based on stepwise linear

approximations to the intercept and gradient reflectivity changes for a shallow reservoir.

Expected changes in P-wave and S-wave velocities and density can be very significant. For

example core measurements in Gullfaks 4-D seismic studies shows the average change for

P-wave and S- velocities and density for 100% increase in fluid saturation are +13%, -2%,

and +4% (Landrø et al., 1999).

1.4 Review of seismic technology based on scattering theory

In seismic exploration and monitoring, an active source sends an incident wave into

the Earth and a group of receivers records the reflected wave, which encodes information

about Earth properties (Oldham, 1906). The goal of exploration seismology is to extract

information about the subsurface, such as spatial locations of the target reflectors, from the

seismic data. In seismic inversion, the properties and location of the Earth subsurface layers

can be obtained from measurements of reflected seismic wave, utilizing seismic processing

methods and geological information from wells (Yilmaz, 2001).

Many theoretical methods have been established to predict the location of reflectors in

the subsurface. Green’s Theorem (Morse and H, 1953) estimates the wavefield in a medium

from boundary conditions given knowledge of the physical properties of the medium such
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as velocity. In some situations, such as subsalt, sub-basalt, and subvolcanics; when the

medium becomes more complex, current velocity analysis techniques are not able to provide

an accurate velocity model and this will affect the accurate prediction of the exact location

of the reflectors (Weglein et al., 2000).

In full waveform inversion (FWI) methods (Lailly, 1983; Tarantola, 1984; Virieux and

Operto, 2009), an initial model of the complex medium is defined and then numerous iterative

updates are accomplished for the initial model in order to reach to least-squares minimization

of the misfit between the modelled data and the actual complex medium. Building an

accurate initial model, minimization criteria, and the sensitivity of the model to a frequency

of the source are challenges in FWI (Virieux and Operto, 2009).

Scattering theory, or perturbation theory, can be used as a powerful theoretic approach

to understand and process seismic data using the above methods. In scattering theory, the

wavefield in a heterogenous medium is described as a perturbation about a known medium

or a reference medium. The elastic properties of this reference medium undergo changes

because of a perturbation in the medium. The difference between the actual perturbed

medium and the unperturbed reference medium, is called the scattered wavefield. A forward

problem is designed to characterize the wavefield emanating from a source and propagating

through an Earth model by representing the wavefield in terms of a reference wavefield and

a perturbation in the medium (Matson, 1996).

Scattering theory also defines an inversion process in addition to the forward problem.

The basic framework is estimating the difference between the actual and reference medium

through a perturbation operator. The application of inverse scattering theory in imaging

and interpretation of seismic data is an ongoing research subject in exploration seismology

(Weglein et al., 2002). The inverse scattering theory accounts for any difference in wave

velocity in the reference medium and the actual medium. Inverse scattering series in principle

can produce an image of the reflectors in depth without knowing the velocity model (Weglein
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et al., 2003).

Inverse scattering theory is a direct inversion method which describes the actual complex

medium including primary and multiple reflection events with transmission coefficients. In-

verse scattering methods are based on the wave theory and form a complete series of terms

each describing an event (Moses, 1956; Weglein et al., 1997; Carvalho et al., 1991).

Scattering theory relates the perturbation in the medium to a perturbation in the ref-

erence wavefield which is propagating into the perturbed medium. If L0 and L are the dif-

ferential operators that describes wave propagation in the reference and actual (perturbed)

medium, G0 and G are the corresponding Green’s functions, and I is the identity operator

(Weglein et al., 2003):

L0G0 = I

LG = I.

(1.2)

Based on the Lippmann-Schwinger equation, G0 and G are related as

G−G0 = G0(L0 − L)G. (1.3)

If we define the perturbation as V = L0 − L, iterating the Lippmann-Schwinger equation

back into itself generates:

G = G0 + G0VG0 + G0VG0VG0 + ..., (1.4)

G is the actual or perturbed wavefield, and based on this equation, can be described in terms

of infinite series which are function of reference wavefield. The scattered wavefield is defined

as Ψ = G−G0, we have,

Ψ =
∑∞

n=1
G0(VG0)n. (1.5)

This equation describes how we can build a full waveform of propagation of the wave

in the actual medium by a reference wavefield and the perturbation knowledge from the

actual perturbed medium. The inverse process which is called inverse scattering theory,
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can compute the perturbation parameter or actual medium properties with the recorded

reflection data from the actual medium and an inverse scattering model (Innanen, 2008).

1.5 Application of scattering theory in time-lapse studies

Perturbation theory is a powerful theoretical approach to model and invert seismic data

and can also be used in modelling and interpreting 4D time-lapse data. The main concept in

scattering theory, as discussed earlier, is to compute a wavefield in a heterogeneous medium

by using a wavefield in a reference medium, perturbed with a function which is related non-

linearly to local earth properties. The scattering theory can also be applied to time-lapse

studies by setting the baseline survey to be the reference or background medium, and the

monitoring survey to be the perturbed medium (Zhang, 2006). The difference data, which are

the difference between the baseline survey data and the monitor survey data, are considered

as the scattered wavefield data. Innanen et al. (2014) have pointed out that this analysis

requires a representation of difference data as an expansion in terms of both the time-lapse

perturbation and the baseline medium properties in order to be self consistent. One of the

main obstacles to using linear scattering theory to predict the model for the difference data

in time-lapse problem is the production of spurious events and/or amplitude variations due

to the complexity of the reference medium, i.e., the baseline medium. A possible solution to

this problem is to calculate the higher order terms in the Born series and investigating if these

events can be removed by adding higher order terms (Innanen et al., 2014). Innanen et al.

(2014) showed that a full scattering formulation of time-lapse data leads to an expansion

in both time-lapse perturbations and those representing baseline medium variations. This

work was limited to acoustic and absorptive-acoustic cases, however. Here in this research,

I will provide a full elastic accounting for time-lapse difference reflection data for P-P data,

converted waves, and shear waves. Then validation of this comprehensive framework will be

investigated with numerical examples, physical modelling, and real field data.
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1.6 Thesis overview

In Chapter 2, a mapping method between the Earth model and seismic data by Matson

(1996) is reviewed. I will show how full series terms produced by scattering theory are able

to predict and interpret seismic reflection data including primary and multiple events. This

can form the basis for multiple attenuation. Then the application of scattering theory in

time-lapse problems by Innanen et al. (2014) will be presented. An amplitude perturbed

time-lapse problem which is the focus of this thesis will be reviewed.

In Chapter 3, the time-lapse difference data are investigated for P-P data, shear waves

(SS waves), and converted (PS, and SP) waves. Difference data are described as a function

of two groups of perturbation parameters. The first perturbation occurs due to physical

contrast in the baseline survey between the reservoir and overburden medium. The second

perturbation is only considered in the reservoir due to the changes in the reservoir from the

time of the baseline survey relative to the monitor survey. A framework for linear and non

linear time-lapse difference reflection data in order of physical change or baseline interface

contrast and time-lapse changes is formulated using amplitude variation with offset (AVO)

methods. These difference data are categorized in term of the order in these perturbation

parameters. The results from these frameworks then, are tested with various synthetic data

scenarios.

In Chapter 4, a physical modelling study is performed to validate our theoretical frame-

work for P-P data. The Consortium for Research in Elastic Wave Exploration Seismology

(CREWES) physical modelling facility at the University of Calgary has been used to ac-

quire and simulate a time-lapse problem to investigate the linear and nonlinear behaviour of

theoretical time-lapse AVO difference data.

The framework for difference time-lapse AVO for P-P data with its validation with phys-

ical modelling study was published in Geophysics (Jabbari et al., 2015). The results for

difference time-lapse AVO for shear waves and converted waves were presented at the Cana-
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dian Society of Exploration Geophysicists (CSEG) GeoConvention (Jabbari and Innanen,

2015, 2016).

A multicomponent time-lapse seismic data set which has been acquired by Talisman

Energy Inc. part of Repsol Group. is used to validate the theoretical framework for P-P

data and will be explained in Chapter 5. This data set was acquired during hydraulic

fracturing of two horizontal wells in the unconventional Montney Reservoir at Pouce Coupe

Field in the Peace River area. In this chapter, we are analyzing these data to validate our

linear and nonlinear theoretical results for the difference data during the change in a reservoir

from the baseline survey relative to the monitor survey. Prestack time migrated common

mid point gathers (PSTM CMP) for the baseline and two monitor surveys are used.

Conclusions are presented in Chapter 6

1.7 Thesis objectives

The main objective of this thesis is building a framework to express 4D time-lapse dif-

ference data in terms of linear and nonlinear changes in seismic parameters followed by

validation of this framework with physical modelling study and real field data.

1.7.1 A theoretical analysis of time-lapse difference data

The objective is to develop altered versions of the second and third order nonlinear terms

in addition to the first order term for P-P data, converted waves, and shear waves using

scattering or perturbation theory. The goal is to build a detailed analysis of the nonlinear

influence of elastic property contrasts across the reflector (e.g., cap rock over reservoir) at

the time of the baseline survey, elastic property time-lapse perturbation and their coupling.

Furthermore a numerical analysis will be performed using field data examples from literature

to investigate the nonlinear behaviour of the obtained theoretical framework for time-lapse

difference data.
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1.7.2 Validation of time-lapse AVO formula using physical modelling data

Seismic physical modelling has been used for validation of wave theoretical results suc-

cessfully since 1920s. Another objective of this research is to validate theoretical results

for time-lapse difference data with a physical modelling data set in addition to numerical

example validation.

1.7.3 Modelling of nonlinear time-lapse AVO with Pouce Coupe data set

A third objective of this thesis is to investigate the behaviour of nonlinear time-lapse

AVO terms with a time-lapse field data set. The application of theoretical results in field

data will be tested. For this purpose a Pouce Coupe data set has been provided by Repsol.

This data set was acquired during hydraulic fracture stimulations of two horizontal wells

targeting the Montney Silt Zone at Pouce Coupe, Alberta, Canada. The focus of this study

is to compare higher order terms for a P-P data in the theoretical time-lapse difference data

with multicomponent Pouce Coupe seismic data.
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Chapter 2

Scattering or perturbation theory and its application

in time-lapse problems

Scattering theory has been used widely in many applications in seismology including

time-lapse problems. Up-to-date information of a reservoir provides programs to optimise the

management of a reservoir and extends the useful life of an oilfield. A time-lapse survey, or 4D

seismic monitoring introduces an important contribution to the production of hydrocarbons

around the world and enables us to monitor the changes in the behaviour of a reservoir over

time. In a time-lapse seismic survey, the baseline survey is compared with the monitoring

survey. The difference data are the difference between the baseline survey and the following

monitor surveys. Comparison of repeated seismic surveys over months, years, or decades

adds the fourth dimension, time, to the seismic data (Greaves and Fulp, 1987; Lumley,

2001).

Scattering theory can be used as a framework to model these difference data in a time-

lapse survey. Based on this theory, a wavefield in a heterogeneous medium is computed with

a wavefield in a reference medium perturbed with a function which is related non-linearly to

the Earth properties. This innovation is used to describe the difference data in time-lapse

through resembling the baseline survey as the reference medium and the monitoring survey

as the perturbed medium. The difference data are presented as the scattered wavefield data

(Zhang, 2006).

We are engaged in a study of time-lapse seismic problem in the context of scattering or

perturbation theory. To begin this project, we review a key theoretical antecedent, work of

Matson (1996), on the Born series. Analytical calculation of the Born series shows that the

higher order terms in the series alter the amplitude and adjust the velocity of the scattered
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wavefield as well as describe internal multiple reflections. We will see how primary reflections

are described by all of the terms in the series whereas a multiple which contains n reflections

is described by the nth and all higher order terms. Then we will review work done by Innanen

et al. (2014) to establish a basic work to investigate the role and application of perturbation

theory into time-lapse problems.

2.1 Born series- scattered field vs perturbation

Born series is an infinite series terms, describing wave propagation in the reference

medium separated by different orders of perturbation or scattering interaction with a point

scatterer Earth model. To form the Born series, we start with the scalar wave equation. All

equations will be defined in three dimensions which can be extended to a multidimensional

or can be simplified into two or one dimension.

2.1.1 Scalar wave equation

We start with three dimensional wave equation describing a scalar wave propagating in

an acoustic media with constant density Innanen (2015):[
∇2 −

(
1

c2(r)

)(
∂2

∂t2

)]
P (r, t) = Ξ(r, t), (2.1)

where the scalar P (r, t) represents the pressure at point r and time t due to a source, Ξ(r, t):

Ξ(r, t) =



δ(t)ξ(r)

a(t)δ(r− rs)

δ(t)δ(r− rs)

0

. (2.2)

Ξ(r, t) is a source distributed in time and space in a specified way. The velocity of the wave

in the medium is c(r) and ∇ is a multidimensional del operator in the 3D, 2D and 1D cases

respectively:

∇ =

(
∂

∂x
,
∂

∂y
,
∂

∂z

)
, ∇ =

(
∂

∂x
,
∂

∂z

)
, ∇ =

∂

∂z
. (2.3)
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Fourier transformation of equation 2.1 with respect to time leads to the wave equation in

the frequency domain: [
∇2 +

(
ω2

c2(r)

)]
P (r, ω) = Ξ(r, ω), (2.4)

where

Ξ(r, ω) =



ξ(r)

A(ω)δ(r− rs)

δ(r− rs)

0

. (2.5)

The scalar equation 2.4 can also be presented in an operator form

 L(r, ω)P (r, ω) = Ξ(r, ω), (2.6)

where

 L(r, ω) = ∇2 +

(
ω2

c2(r)

)
. (2.7)

We can rewrite equation 2.4 as:[
∇2 +

(
ω2

c2(r)

)]
P (r, rs, k) = δ(r− rs), (2.8)

where k = ω
c0

is the spatial wavenumber, ω is the temporal frequency and the source is an

impulsive source happening in position rs at time ts . The velocity c(r) can be characterized

by a constant reference velocity c0 and a perturbation α(r) so that

1

c2(r)
=

(
1

c2
0

)
[1− α(r)] .

This equation can be re-arranged to express the perturbation as:

α(r) = 1− c2
0

c2(r)
. (2.9)

When this equation is substituted into equation 2.8, and the term in α(r) is brought to

the right hand side of the equation, we obtain:[
∇2 +

(
ω2

c2
0(r)

)]
P (r, rs, k) = δ(r− rs) +

ω2

c2
0(r)

α(r)P (r, rs, k). (2.10)
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The first term on the right hand side is the impulsive source. The second term which

includes the perturbation α(r) term, can also be considered as a kind of source. This term

represents a deviation of the medium at position r from the reference medium property c0(r).

This deviation causes the real wave to change its property from c0(r) to c(r). This change

in the field is what we see as scattering and for this reason we call the second term on the

right a scattered source.

To solve equation 2.10, we will consider the reference medium as causal free space

Greens’s function which satisfies the equation[
∇2 + k2

]
G(r, rs, k) = δ(r− rs). (2.11)

An integral equation corresponding to equation 2.10 using Green’s function as the reference

wavefield and applying physical boundary conditions is (Weglein et al., 2003):

P (r, rs, k) = G(r, rs, k) +

∫ ∞
−∞

G(r, r′, k)k2α(r′)P (r′, rs, k)dr′. (2.12)

The first and second terms in this equation, which is called the Lippmann-Schwinger equa-

tion, are the wavefield in the reference medium and the scattered field respectively. This

equation represents the wavefield in a heterogeneous medium as the wavefield in a reference

medium plus the scattered field due to the perturbation. The operator form of this equation

(explained in section 1.4) is:

P = G0 +G0V P, (2.13)

where

V (r, rs, ω) = α(r)

(
ω2

c2
0(r)

)
. (2.14)

Iterating the Lippmann-Schwinger equation back into itself generates the Born series:

P (r, rs, k) = G(r, rs, k) +

∫ ∞
−∞

G(r, r′, k)k2α(r′)G(r′, rs, k)dr′

+

∫ ∞
−∞

G(r, r′, k)k2α(r′)

[∫ ∞
−∞

G(r′, r′′, k)k2α(r′′)G(r′′, rs, k))dr′′
]
dr′

+ ... = P0 + P1 + P2 + ... .

(2.15)
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The terms in this series are referred here according to their order in α. For example, the

zero-th order term is P0 which is the first term in the series. Similarly, the first order term

P1 , is the second term in the series and so on for the other terms (Matson, 1996).

2.1.2 Born approximation

When the difference between the actual and reference medium is not large, the linear

term in Born series can be used to approximately calculate data. This is referred as the

linearized or Born approximation (Cohen and Bleistein, 1977). Truncating the Born series

after the second term leads to the Born approximation. In this approximation, the measured

data are linear in the model. When the perturbation is small, the higher order terms in the

Born series (equation 2.15) become less important and the Born approximation is valid:

P (r, rs, k) ≈ G(r, rs, k) +

∫ ∞
−∞

G(r, r′, k)k2α(r′)G(r′, rs, k)dr′

= P0 + P1.

(2.16)

a) b)

Figure 2.1: Physical interpretation of (a) P0 and (b) P1

Consider a one layer Earth model to describe the contribution of each term in equa-

tion 2.16. The first term in the Born approximation which is simply the Green’s function,

represents a direct wave propagating in the reference medium from the source at rs , to

the measurement point at r. The second term contains k2α(r′) sandwiched between two

Green’s functions. The Green’s function on the right represents a wave which propagates
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Figure 2.2: Physical interpretation of a wave with two scattering interactions in the medium.

from source at rs to a point scatterer at r′. The wave interacts with the scatterer at this

point and propagates back to r via Green’s function on the left. Therefore, the first order

term is the integral over all possible single scattering interactions (Figure 2.1).

2.1.3 Non-linear terms

For larger values of perturbation larger subsets of Born series terms with higher order

of perturbation are required (De Wolf, 1971, 1985). Higher order terms in Born series play

an important role when the perturbation value is larger. The third term in equation 2.15

represents a wave which propagates in the reference medium and undergoes two scattering

interactions (Figure 2.2).

Following this interpretation, each term in Born series involves a series of propagation in

the reference medium and interactions with points within the scattering region.

2.2 Explicit calculation of terms in the Born series

The Born series have been described and derived in three dimensions in section 2.1.

Here, we simplify these series into one dimension. The one dimensional constant density

acoustic wave equation is:[
∂2

∂z2
−
(

1

c2(z)

)(
∂2

∂t2

)]
P (z, zs, t) = δ(z − zs)δ(t), (2.17)

18



where P (z, zs, t) represents the pressure at point z and time t due to a one dimensional

planar source at point zs and time t = 0. The velocity c(z) can be characterized by a

constant reference velocity c0 and a perturbation α(z) so that

1

c2(z)
=

(
1

c2
0

)
[1− α(z)] ,

or

α(z) = 1− c2
0

c2(z)
. (2.18)

Fourier transforming equation 2.17 with respect to time and substituting equation 2.18

into equation 2.17 gives[
∂2

∂z2
+

(
ω2

c2
0

)]
P (z, zs, k) = δ(z − zs) +

(
ω2

c2
0

)
α(z)P (z, zs, k), (2.19)

where k = ω
c0

is the spatial wavenumber, and ω is the temporal frequency. To find a solution

to equation 2.19, consider a causal free space Green’s function P0(z, zs, k) which satisfies

the equation [
∂2

∂z2
+ k2

]
G(z, zs, k) = δ(z − zs). (2.20)

Using this Green’s function as a reference wavefield, an integral equation corresponding to

equation 2.19 and its physical boundary conditions is (Weglein, 1985)

P (z, zs, k) = G(z, zs, k) +

∫ ∞
−∞

G(z, z′, k)k2α(z′)P (z′, zs, k)dz′. (2.21)

This is the Lippmann-Schwinger equation in one dimension. Based on this equation, the

wavefield in a heterogeneous medium is the sum of the wavefield in a reference medium and

an integral that represents the scattered field due to perturbation. Iterating the Lippmann-
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Schwinger equation back into itself generates the Born series

P (z, zs, k) = G(z, zs, k) +

∫ ∞
−∞

G(z, z′, k)k2α(z′)G(z′, zs, k)dz′+∫ ∞
−∞

G(z, z′, k)k2α(z′)

[∫ ∞
−∞

G(z′, z′′, k)k2α(z′′)G(z′′, zs, k)dz′′
]
dz′+∫ ∞

−∞
G(z, z′, k)k2α(z′)dz′

∫ ∞
−∞

G(z′, z′′, k)k2α(z′′)∫ ∞
−∞

G(z′′, z′′′, k)k2α(z′′′)G(z′′′, zs, k)dz′′′ + ...

= P0 + P1 + P2 + P3 + ... .

(2.22)

All primary and multiple reflections due to the perturbation operator, α, are computed

with this equation. The first three terms in this series are described in section 2.1. The zero-

th order term in α, P0 is the first term in the series and represents a direct wave propagating

from the source in the reference medium to the measurement point or receiver. The first

order term in α, P1 , is the second term in the series and represents a wave propagating

from source to a point scatterer at z′. This wave then undergoes a reflection at the scatterer,

determined by k2α(z′), and propagate back to the measurement point. The third term is the

second order term in α, P2, and represents two scattering interactions. Similarly, the fourth

term is the third order term in α, P2, and represents three scattering interactions.

Truncating the Born series after the term including the first order in α, leads to the Born

or linear approximation in one dimension.

2.3 Nonlinear scattering in time-lapse environment

Prior to utilizing a reservoir, a first seismic experiment called the baseline survey is ac-

quired and after a particular interval of time following several geological/geophysical changes,

another seismic survey, called monitor survey, is acquired. The difference data during the

change in a reservoir from the baseline survey to monitor survey can be determined using

the linear approximation of the Born series. The reference medium in time-lapse problem is

the baseline survey and the perturbed medium is the monitor survey. Difference data, then
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are formed by applying structural change in the baseline survey data and subtracting it from

monitor survey data.

Because in the time-lapse scattering problems, the reference medium is as complicated

as the perturbed medium, some difficulties such as spurious multiples in the difference data

are encountered. It is necessary to extend the full version of the Born series to eliminate

these unwanted events.

Seismic traces can differ in amplitude, frequency, polarity, or the location of the interfaces

from the baseline survey to the monitor survey. The difference data between a baseline

survey data and a monitor survey data is categorized as the change in either the amplitude

or location of the boundary (Innanen et al., 2014). The study described here focuses on

describing the difference data for amplitude changes in a reservoir with scattering theory.

2.3.1 An amplitude perturbed time-lapse problem

There are at least two seismic experiments involved in a time-lapse study, the baseline

survey, followed by one or more monitoring survey. The difference data between the baseline

and monitor survey are formed by subtracting the baseline data from the monitor data. We

consider two acoustic semi-infinite half spaces with a single interface at ZI . The density is

constant but the acoustic impedance changes from the incident medium (above ZI) to the

target medium (below ZI). The velocity also changes in the target medium from the time

of the baseline survey (cb) to the monitor survey (cm), Figure 2.3. The study here is based

on a single parameter acoustic medium varying in depth and is described by Innanen et al.

(2014). In a time-lapse problem, the reference wavefield, or the Green’s function, is the

wavefield of the baseline survey and can be expressed from equation 2.11 as[
d2

dz2
+

ω2

c2
b(z)

]
G(z, zs;ω) = δ(z − zs).
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Figure 2.3: Illustration of an amplitude perturbed time-lapse problem.

For simplicity, the source is a pulse which is presented by a delta function at z = zs, and the

1/c2
b(z) is defined as

1

c2
b(z)

=

 c−2
b , z > zI

c−2
0 , z < zI

, (2.23)

c0 and cb are the incidence and target wavefield velocities at the time of the baseline survey.

The perturbed medium has exactly the same structure but the target medium changed from

cb to cm: [
d2

dz2
+

ω2

c2
m(z)

]
P (z, zs;ω) = δ(z − zs), (2.24)

where

1

c2
m(z)

=

 c−2
m , z > zI

c−2
0 , z < zI

. (2.25)

A dimensionless parameter is defined to model the time-lapse perturbation in velocity as:

a(z) = aH(z − zI), (2.26)

where H is step function and

a = 1− c2
b

c2
m

. (2.27)
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The baseline and monitor surveys consist of one spike wave at normal incidence on a single

interface at each of two times. The Green’s function for wave propagation in this medium

for zs , zg < zI , (zg is the location of the receiver) consist of two possible wavefields, a direct

wave from the source and measurement points, zs and zg, plus a primary reflection at the

interface location zI , Figure 2.3, and we label it with 00:

G00(zg, zs) =
eik0|zg−zs|

i2k0

+Rb
eik0(zI−zg)eik0(zI−zs)

i2k0

, (2.28)

where k0 = ω
c0

, and Rb = (cb − c0)/(cb + c0). The first term in this equation is the direct

wavefield propagating from the source to the receiver, and the second term is the reflection

from the interface location zI . The Green’s function when zs , zg > zI , is

G11(zg, zs) =
eikb|zg−zs|

i2kb
−Rb

eikb(zg−zI)eikb(zs−zI)

i2kb
, (2.29)

where kb = ω
cb

. The other possible locations of source and measurement points is when

zg > zI , zs < zI , then the Green’s function has the form of

G01(zg, zs) = TDe
ik0(zI−zs) e

ikb(zg−zI)

i2kb
, (2.30)

where TD in the transmission for the down going direction from the incident medium to the

target medium

TD =
2cb

c0 + cb
. (2.31)

The Green’s function for the last possible locations of source and receiver is when zs > zI ,

zg < zI

G10(zg, zs) = TUe
ikb(zs−zI) e

ik0(zI−zg)

i2kb
, (2.32)

where TU in the transmission for the up going direction from the target medium to the

incident medium

TU =
2c0

c0 + cb
. (2.33)
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Now, the first three terms in Born approximation can be calculated as

P (zg, zs) = P0(zs, zg) + P1(zs, zg) + P2(zs, zg) + ..., (2.34)

where

P0(zg, zs) = G00(zs, zg)

P1(zg, zs) = αk2
0

∫ ∞
zI

G10(zs, z
′)G01(z′, zg)dz

′

P2(zg, zs) = α2k4
0

∫ ∞
zI

G10

∫ ∞
zI

G11(z′, z′′)G01(z′′, zg)dz
′′).

Now we form the final result,

P (zg, zs) =

[
1 + ei2k0zI

(
Rb +

a

4
TDTU +

a2

16
TDTU(2−Rb) + ...

)]
1

i2k0

. (2.35)

Knowing TDTU = 1−R2
b , we can form time-lapse difference field,

∆P (zg, zs) = P (zs, zg)− P0(zs, zg)

∆P (zg, zs) =

[
a

4

(
1−R2

b

)
+
a2

8

(
1− 1

2
Rb −R2

b −
1

2
R3
b ...

)]
ei2k0zI

i2k0

.
(2.36)

2.3.2 Time-lapse interpretation

Equation 2.36 describes the scattered wavefield from the time of the baseline survey

to the time of the monitor survey or time-lapse difference data. This equation includes

the amplitude, the term in the bracket, and the phase of the wavefield. The phase of the

scattered field is constant as the location of the interface between the incident target and

the reservoir at the time of both baseline and monitor survey, zI , remains unchanged. The

amplitude of the scattered wavefield, ∆P , is the difference between the reflection coefficient

between the baseline and monitor surveys and is acting in a way that to correct the reference

or baseline reflection coefficient to produce the actual medium (monitor survey) reflection

coefficient.

∆R = Rm −Rb

Rm = Rb +

[
a

4

(
1−R2

b

)
+
a2

8

(
1− 1

2
Rb −R2

b −
1

2
R3
b ...

)] (2.37)
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Therefore, the property of the monitor survey can be calculated just by knowing the property

of the baseline survey and the time-lapse perturbation.
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Chapter 3

A theoretical analysis of linear and nonlinear

time-lapse difference AVO

Time-lapse measurements provide a tool to monitor the dynamic changes in subsurface

properties during the time of the exploitation of a reservoir. Time-lapse is a cost-effective

approach for monitoring the changes in the fluid saturation and pressure over a period of time

in a reservoir. The difference data during the change in a reservoir from the baseline survey

to the monitor survey can be described through applying the scattering or perturbation

theory. The perturbation theory is used as a framework to model these difference data in

a seismic time-lapse study. The baseline survey is set to be the background medium which

goes under perturbation by the time of the monitor survey. The perturbation presented

here quantifies the changes in P-wave and S-wave velocities and density from the time of the

baseline to the monitor survey.

Although P-wave seismic surveying is the primary survey method in seismology, using

multicomponent recording can improve and support P-wave seismic data, specially for rocks

with similar P-wave properties which may show a greater variation in S-wave properties.

Multicomponent surveying has been developed rapidly in both land and marine acquisition

and processing techniques, with many applications in structural imaging, lithologic estima-

tion, anisotropy analysis, and reservoir monitoring. The elastic properties of a rock, as well

as acoustic properties, change when the pressure and fluid flow is altered in a reservoir be-

cause of production. This raises the necessity of multicomponent 4D time-lapse analysis in

a reservoir (Stewart et al., 2002, 2003).

Time-lapse AVO connotes the analysis of changes to the offset or angle dependence of

reflection coefficients from the baseline to the monitor survey. The study described in this
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Figure 3.1: Rock properties of the model at the time of the baseline(A) and monitor (B)
survey.

chapter focuses on applying the perturbation theory in time-lapse AVO method to model

a framework to describe the difference data from a baseline survey to a monitor surveys

in a reservoir. Reflection coefficients are derived for the baseline and monitor survey using

Zoeppritz equations to calculate the reflection coefficient for difference data. Linear and

nonlinear time-lapse difference data or ∆RPP (θ), ∆RPS(θ), ∆RSP (φ), and ∆RSS(φ), are

defined in order of physical change or baseline interface contrast and time-lapse changes. The

results of this chapter are published in Geophysics journal and presented at GeoConvention

(Jabbari et al., 2015; Jabbari and Innanen, 2015, 2016).

3.1 Time-lapse difference data for P-P data

We will consider two seismic experiments involved in a time-lapse survey; a baseline

survey followed by a monitoring survey. The P-wave and S-wave velocities and the density

change from the time of the baseline survey relative to the monitoring survey (Figure 3.1).

This pair of models is consistent with an unchanging cap rock overlying a porous target

which is being produced. Let VP0 , VS0 , ρ0 and VPx , VSx , ρx be the rock properties of the cap

rock and reservoir (where x is substituted with b and m for the baseline and monitor surveys

respectively) and a P-wave impinges on the boundary of a planar interface between these
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two elastic media (Figure 3.2). Amplitudes of reflected and transmitted P and S waves are

calculated through setting the boundary conditions in the Zoeppritz equations which can be

rearranged in matrix form e.g. (Keys, 1989):

P



RPP

RPS

TPP

TPS


= bP , (3.1)

where

P ≡



− sin θ −
√

1−B2 sin2 θ√
1− sin2 θ −B sin θ

2B2 sin θ
√

1− sin2 θ B(1− 2B2 sin2 θ)

−1 + 2B2 sin2 θ 2B2 sin θ
√

1−B2 sin2 θ

Cx sin θ
√

1−D2
x sin2 θ√

1− C2
x sin2 θ −Dx sin θ

2AxD
2
x sin θ

√
1− C2

x sin2 θ AxDx(1− 2D2
x sin2 θ)

AxCx(1− 2D2
x sin2 θ) −2AxD

2
x sin θ

√
1−D2

x sin2 θ


, (3.2)

θ is the P-wave incident angle, and

bP ≡



sin θ√
1− sin2 θ

2B2 sin θ
√

1− sin2 θ

1− 2B2 sin2 θ


.

The ratio of elastic parameters are defined as:

Ax =
ρx
ρ0

, B =
VS0

VP0

, B−1 ≡ VP0

VS0

, Cx =
VPx

VP0

, Dx =
VSx

VP0

, E ≡ VPx

VS0

, F ≡ VSx

VS0

. (3.3)
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Figure 3.2: Displacement amplitude of an incident P-wave with related reflected and trans-
mitted P-wave and S-waves.

We now form an auxiliary matrix PP by replacing the first column in P with bP . The

reflection coefficient for an incident P-wave and reflected P-wave is determined by:

RPP (θ) =
det(PP )

det(P )
. (3.4)

RPP for the baseline and monitor surveys are calculated using the method explained

above, where rock properties for cap rock are the same, but reservoir properties change from

VPb
, VSb

, ρb at the time of the baseline survey to VPm, VSm, ρm at the time of the monitor

survey. If we replace x = b for the baseline survey and x = m for the monitor survey in

equations 3.2 and equation 3.3, the reflection coefficients can be calculated for both.

In our time-lapse study we have considered two groups of perturbation parameters (Inna-

nen et al., 2014; Stolt and Weglein, 2012). We use the same standard scattering nomenclature

found in e.g. Stolt and Weglein (2012). The first group expresses the perturbation caused

by propagating the wavefield from the first medium to the second medium in the baseline
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survey:

bV P = 1−
V 2
P0

V 2
Pb

, bV S = 1−
V 2
S0

V 2
Sb

, bρ = 1− ρ0

ρb
. (3.5)

The second group expresses the time-lapse perturbation and accounts for the changes in the

monitor survey relative to the baseline survey. We define:

aV P = 1−
V 2
Pb

V 2
Pm

, aV S = 1−
V 2
Sb

V 2
Sm

, aρ = 1− ρb
ρm

. (3.6)

Applying equation 5.1.1 and equation 5.1.1, elastic parameters may be re-defined in terms

of perturbations in P-wave and S-wave velocities and the densities as:

Ab =
ρb
ρ0

= (1− bρ)−1,

Cb =
VPb

VP0

= (1− bV P )−
1
2 ,

Db =
VSb

VP0

=
VS0

VP0

× VSb

VS0

= B × (1− bV S)−
1
2 ,

Eb =
VPb

VS0

=
VP0

VS0

× VPb

VP0

= B−1 × (1− bV P )−
1
2 ,

Fb =
VSb

VS0

= (1− bV S)−
1
2 .

(3.7)
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and

Am =
ρm
ρ0

=
ρm
ρb
× ρb
ρ0

= (1− aρ)−1 × (1− bρ)−1,

Cm =
VPm

VP0

=
VPm

VPb

× VPb

VP0

= (1− aV P )−
1
2 × (1− bV P )−

1
2 ,

Dm =
VSm

VP0

=
VSm

VS0

× VS0

VP0

=
VS0

VP0

× VSm

VSb

× VSb

VS0

= B × (1− aV S)−
1
2 × (1− bV S)−

1
2 ,

Em =
VPm

VS0

=
VPm

VP0

× VP0

VS0

=
VP0

VS0

× VPm

VPb

× VPb

VP0

= B−1 × (1− aV P )−
1
2 × (1− bV P )−

1
2 ,

Fm =
VSm

VS0

=
VSm

VSb

× VSb

VS0

= (1− aV S)−
1
2 × (1− bV S)−

1
2 .

(3.8)

These parameters are substituted into Zoeppritz matrix, P, in equation 3.2. The elements

of this new matrix now, are functions of bρ, bV P , bV S, aρ, aV P , aV S, and sin θ. Using Taylor’s

series:

(1− bρ)−1 = 1 + bρ + b2
ρ + ...

(1− bV P )−
1
2 = 1 +

1

2
bV P +

1× 3

2× 4
b2
V P + ...

(1− bV S)−
1
2 = 1 +

1

2
bV S +

1× 3

2× 4
b2
V S + ...

(1− aρ)−1 = 1 + aρ + a2
ρ + ...

(1− aV P )−
1
2 = 1 +

1

2
aV P +

1× 3

2× 4
a2
V P + ...

(1− aV S)−
1
2 = 1 +

1

2
aV S +

1× 3

2× 4
a2
V S + ...

(3.9)

Zoeppritz matrix for the baseline and monitor surveys are then re-calculated. In the following

section, we review calculating RPP (θ) for the baseline survey.
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3.1.1 Calculating reflection coefficients for the baseline survey

We now seek a way to expand the solutions for equation 3.4 about the contrasts across

the interface in the baseline survey. Calculating elastic parameters in terms of perturbation

parameters in the baseline by applying equation 3.7 and equation 3.8 into equation 3.2,

the elements of the Zoeppritz matrices now are re-calculated as functions of bρ, bV P , bV S,

and sin θ. Using Taylor’s series and truncating the expansions of bρ, bV P , bV S after second

order, and sin θ, after second order, Zoeppritz equation is re-calculated as:

P (:, 1) =



− sin θ

−1 + 1
2
B2 sin2 θ

sin θ + 1
2

sin θbV B + 3
8

sin θb2
V B

1− 1
2
B2 sin2 θ(1 + bV S + b2

V S)


,

P (:, 2) =



1− 1
2

sin2 θ

−B sin θ

1− 1
2

sin2 θ(1 + bV B + b2
V B)

−B sin θ(1 + 1
2
bV S + 3

8
b2
V S)


,

P (:, 3) =



2B2 sin θ

B(1− 2B2 sin2 θ)

2B2 sin θ(1 + aρ + bV S + a2
ρ + bρbV S + b2

V S

[(B(1− 2B2 sin2 θ)(1 + bρ + 1
2
bV S + 1

2
bρbV S + b2

ρ + 3
8
b2
V S)

−B3 sin2 θ(2bV S + 2bρbV S + 3b2
V S)]


,

and

P (:, 4) =



−1 + 2B2 sin2 θ

2B2 sin θ

[(1− 2B2 sin2 θ)(1 + 1
2
bV B + bρ + 1

2
bρaV B + b2

ρ + 3
8
b2
V B)

−2B2 sin2 θ(bV S + bV BbV S + bρbV S + b2
V S)]

−2B2 sin θ(1 + bV S + bρ + b2
V S + bρbV S + b2

ρ)


,
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where B is the elastic parameter described in equation 3.3 and θ is the P-wave incident

angle.

Exact RPP (θ) is calculated using equation 3.4, and can be organized into terms that are

first, second, etc. order in any of perturbation parameters, bρ, bV P and bV S:

RPP (θ) = R
(1)
PP (θ) +R

(2)
PP (θ) + ... (3.10)

Having truncated exact RPP beyond the first order and second order, R
(1)
PP and R

(2)
PP are

calculated as:

R
(1)
PP (θ) = (

1

4
+

1

4
sin2 θ)bV B + (−2

(
VS0

VB0

)2

sin2 θ)bV S + (
1

2
− 2

(
VS0

VB0

)2

sin2 θ)bρ.

R
(2)
PP (θ) = (

1

8
+

1

4
sin2 θ)b2

V B +

[(
VS0

VB0

)3

sin2 θ − 2

(
VS0

VB0

)2

sin2 θ

]
b2
V S

+

[
1

4
− 1

4
B sin2 θ −

(
VS0

VB0

)2

sin2 θ +

(
VS0

VB0

)3

sin2 θ

]
b2
ρ

+

[
2

(
VS0

VB0

)3

sin2 θ −B2 sin2 θ

]
bρbV S.

(3.11)

3.1.2 Calculating reflection coefficients for time-lapse difference data

RPP (θ) for the monitor survey is calculated exactly with the same method explained for

the baseline survey in the previous section. The reflection coefficient for the difference data

between the baseline survey data and monitor survey data are then calculated as:

∆RPP (θ) = Rm
PP (θ)−Rb

PP (θ). (3.12)

The determinants and determinations in equation 3.4 are calculated for both surveys

and the reflection coefficient for the difference data in equation 3.12 is expanded in orders

of all six perturbations, and sin2 θ:

∆RPP (θ) = ∆R
(1)
PP (θ) + ∆R

(2)
PP (θ) + ∆R

(3)
PP (θ) + ... . (3.13)

The linear and second order terms in the reflection coefficient for the difference data are as
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follows:

∆R
(1)
PP (θ) =

[
1

4
+

1

4
sin2 θ

]
aV P +

[
−2

(
VS0

VP0

)2

sin2 θ

]
aV S +

[
1

2
− 2

(
VS0

VP0

)2

sin2 θ

]
aρ

∆R
(2)
PP (θ) =

[
1

8
+

1

4
sin2 θ

]
a2
V P +

[(
VS0

VP0

)3

sin2 θ − 2

(
VS0

VP0

)2

sin2 θ

]
a2
V S

+

[
1

4
− 1

4

(
VS0

VP0

)
sin2 θ −

(
VS0

VP0

)2

sin2 θ +

(
VS0

VP0

)3

sin2 θ

]
a2
ρ

+

[
2

(
VS0

VP0

)3

sin2 θ −
(
VS0

VP0

)2

sin2 θ

]
aρaV S

+

[
2

(
VS0

VP0

)3

sin2 θ − 2

(
VS0

VP0

)2

sin2 θ

]
aV SbV S

+

[
1

4
sin2 θ

]
aV P bV P +

[
2

(
VS0

VP0

)3

sin2 θ −
(
VS0

VP0

)2

sin2 θ

]
bρaV S

+

[
2

(
VS0

VP0

)3

sin2 θ −
(
VS0

VP0

)2

sin2 θ

]
aρbV S

+

[
2

(
VS0

VP0

)3

sin2 θ − 1

2

(
VS0

VP0

)
sin2 θ

]
bρaρ

(3.14)

This expansion in scalar form shown by Innanen et al. (2014) to be equivalent to a full

wave, nonlinear scattering model of the time-lapse difference wavefield, for the special case

of a single immobile interface. The third order terms in the difference data are provided in

Appendix A.

3.1.3 Numerical examples for P-P data

In this section, we examine the derived linear and nonlinear difference time-lapse AVO

terms qualitatively with numerical examples. In the first example, the data used by Landrø

(2001) are used. The reflection coefficient curves are compared over the whole angle range

using the exact solution with Zoeppritz matrix for the baseline survey, monitor survey and

their differences or difference data in Figure 3.3 a. The focus of this study is in approximating

the difference data (red curve) for small angles or near offset (as the expansion series are
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Figure 3.3: Reflection coefficient for the baseline survey, monitor survey, and their difference:
a) Data used by Landrø (2001), Elastic incidence parameters: VP0 = 2000m/s, VS0 =
1000m/s and ρ0 = 2.000g/cc ; baseline parameters:VPb

= 1900m/s, VSb
= 1100m/s and

ρb = 1.950g/cc ; monitor parameters:VPm = 2147m/s, VSm = 1078m/s and ρm = 2.030g/cc.
b) Data used by Veire et al. (2006), Elastic incidence parameters: VP0 = 1900m/s, VS0 =
995m/s and ρ0 = 1.95g/cc ; baseline parameters:VPb

= 2066m/s, VSb
= 1075m/s and

ρb = 2.1300g/cc ; monitor parameters:VPm = 2384m/s, VSm = 1193m/s and ρm = 2.156g/cc
.

truncated after second order in sin θ). Typical values for P-wave and S-wave velocities and

density for the cap rock and reservoir (preproduction and post production), which are the

same as Gullfaks 4D project, are used. In the Gullfaks field, there are +13 %, -2 %, and +4

% changes in the reservoir in P-wave and S-wave velocities and density respectively due to

the production.

The exact difference data are compared with our derived linear and higher order ap-

proximations in Figure 3.4. Results are also compared for the higher contrast in seismic

parameters in the reservoir after the production. The second and third approximations are

in better agreement with the exact difference data, especially for angles below the critical

angle which correspond to the range used in this study.

For the second example, we used data by Veire et al. (2006). The reflection coefficient

curves are compared over the whole angle range using the exact solution with Zoeppritz

matrix for the baseline survey, monitor survey and their differences or difference data in

Figure 3.3 b. Veire used two synthetic models for the reservoir: a baseline scenario with a
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Figure 3.4: ∆RPP for the exact, linear, second order, and third order approximation with
elastic parameters as in Figure 3.3 a. Solid line: Exact difference data, - - -: Linear
approximation, ooo: Second order approximation, and ...: Third order approximation.
a) +13 %, -2 %, and +4 % changes in P-wave and S-wave velocities and density respectively
in the reservoir after production. b) +16 %, -3 %, and +5 % changes in P-wave and S-wave
velocities and density respectively in the reservoir after production. c) +20 %, -4 %, and
+6 % changes in P-wave and S-wave velocities and density respectively in the reservoir after
production. d) +25 %, -6 %, and +8 % changes in P-wave and S-wave velocities and density
respectively in the reservoir after production.
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Figure 3.5: ∆RPP for the exact, linear, second order, and third order approximation with
elastic parameters as in Figure 3.3 b. Solid line: Exact difference data, - - -: Linear
approximation, ooo: Second order approximation, and ...: Third order approximation.
a) +15 %, +11 %, and +1 % changes in P-wave and S-wave velocities and density respectively
in the reservoir after production. b) +20 %, +15 %, and +2 % changes in P-wave and S-
wave velocities and density respectively in the reservoir after production. c) +25 %, +20 %,
and +3 % changes in P-wave and S-wave velocities and density respectively in the reservoir
after production. d) +30 %, +25 %, and +4 % changes in P-wave and S-wave velocities and
density respectively in the reservoir after production.

water saturation of 10 % and an effective pressure of 2 MPa . In the monitor survey, the

water saturation and effective pressure are 50 % and 8 MPa respectively. These changes

altered the seismic parameters and caused 15 %, 11 %, and 1 % increases, respectively in

P-wave and S-wave velocities and density. We examined our formulation and compared

them with the exact difference data not only for these changes, but also for higher contrasts

for small angles or near offset (Figure 3.5). The second and third order time-lapse AVO

approximations are in better agreement with the exact difference data, especially for higher

contrasts in seismic parameters.
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3.2 Time-lapse difference data for shear waves

We will again consider two seismic experiments involved in a time-lapse survey, a baseline

survey followed by a monitoring survey, as in Figure 3.1. An S-wave is impinging on the

boundary of a planar interface between the two elastic media (Figure 3.6). Amplitudes of

reflected and transmitted S-waves are calculated through setting the boundary conditions in

the Zoeppritz equations, which can be rearranged in matrix form e.g.:

S ≡



sinφ −
√

1− (B−1)2 sin2 φ

−
√

1− sin2 φ −B−1 sinφ

−2 sinφ
√

1− sin2 φ B−1(1− 2 sin2 φ)

1− 2 sin2 φ 2 sinφ
√

1− (B−1)2 sin2 φ

Fx sinφ −
√

1− E2
x sin2 φ√

1− F 2
x sin2 φ Ex sinφ

2AxF
2
x sinφ

√
1− F 2

x sin2 φ −AxEx(1− 2F 2
x sin2 φ)

AxFx(1− 2F 2
x sin2 φ) 2AxF

2
x sinφ

√
1− E2

x sin2 φ


(3.15)

where φ is the S-wave incident angle; Ax, B
−1, Ex, Fx are the ratio of elastic parameters

given in equation 3.3, and

cS ≡



sinφ√
1− sin2 φ

2 sinφ
√

1− sin2 φ

1− 2 sin2 φ


. (3.16)

Reflection coefficients are determined through forming a further auxiliary matrices SS by

replacing the first column of S with cS :

RSS(φ) =
det(SS)

det(S)
. (3.17)
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Figure 3.6: Displacement amplitude of an incident S-wave with related reflected and trans-
mitted P and S waves.

RSS for the baseline and monitor surveys are calculated using the same method. Rock

properties for the cap rock are the same, but reservoir properties change to VPm, VSm,

ρm from the time of the baseline survey to the monitor survey. The exact RSS(θ) for both

surveys are organized into terms which are the first, second, etc. order in any of perturbation

parameters:

RSS(θ) = R
(1)
SS(θ) +R

(2)
SS(θ) + ... (3.18)

The results for the baseline survey for shear waves, down going S-wave and upcoming S-wave,

are:

R
(1)
SS(φ) =

[
1

4

(
7 sin2 φ− 1

)]
bV S +

[
1

2

(
4 sin2 φ− 1

)]
bρ

R
(2)
SS(φ) =

[(
7

4
− VS0

VP0

)
sin2 φ− 1

8

]
b2
V S +

[(
1 +

(
1

4

)
VP0

VS0

− VS0

VP0

)
sin2 φ− 1

4

]
b2
ρ

+

[(
1− 2

VS0

VP0

)
sin2 φ

]
bV Sbρ.

(3.19)
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Figure 3.7: ∆RSS for the exact, linear, and second order with elastic parameters as in Figure
3.3 a. Solid line: Exact difference data, - - -: Linear approximation, and ooo: Second order
approximation.
a) +13 %, -2 %, and +4 % changes in P-wave and S-wave velocities and density respectively
in the reservoir after production. b) +16 %, -3 %, and +5 % changes in P-wave and S-wave
velocities and density respectively in the reservoir after production. c) +20 %, -4 %, and
+6 % changes in P-wave and S-wave velocities and density respectively in the reservoir after
production. d) +25 %, -6 %, and +8 % changes in P-wave and S-wave velocities and density
respectively in the reservoir after production.

The difference data reflection coefficients between the baseline and monitor survey are

then calculated as:

∆RSS(φ) =Rm
SS(φ)−Rb

SS(φ). (3.20)

Elastic parameters may be re-defined in terms of perturbations in P-wave and S-wave

velocities and the densities described in equation 3.7. These forms are substituted into

matrix S and vector cS; and the determinants and determinations in equation 3.17 are
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Figure 3.8: ∆RSS for the exact, linear, and second order, with elastic parameters as in Figure
3.3 b. Solid line: Exact difference data, - - -: Linear approximation, and ooo: Second order
approximation.
a) +15 %, +11 %, and +1 % changes in P-wave and S-wave velocities and density respectively
in the reservoir after production. b) +20 %, +15 %, and +2 % changes in P-wave and S-
wave velocities and density respectively in the reservoir after production. c) +25 %, +20 %,
and +3 % changes in P-wave and S-wave velocities and density respectively in the reservoir
after production. d) +30 %, +25 %, and +4 % changes in P-wave and S-wave velocities and
density respectively in the reservoir after production.
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expanded in orders of all six perturbation parameters and sin2 φ.

∆RSS(φ) =∆R
(1)
SS(φ) + ∆R

(2)
SS(φ) + ∆R

(3)
SS(φ) + ... . (3.21)

∆RSS(φ) for the first and second orders for shear waves are:

∆R
(1)
SS(φ) =

[
1

4

(
7 sin2 φ− 1

)]
aV S +

[
1

2

(
4 sin2 φ− 1

)]
aρ

∆R
(2)
SS(φ) =

[(
7

4
− VS0

VP0

)
sin2 φ− 1

8

]
a2
V S +

[(
1 +

(
1

4

)
VP0

VS0

− VS0

VP0

)
sin2 φ− 1

4

]
a2
ρ

+

[(
1− 2

VS0

VP0

)
sin2 φ

]
(aV Saρ + aV Sbρ + bV Saρ)

+

[(
7

4
− 2

VS0

VP0

)
sin2 φ

]
(aV SbV S) +

[((
1

2

)
VP0

VS0

− 2
VS0

VP0

)
sin2 φ

]
(aρbρ)

(3.22)

∆RSS(φ) for the third order is presented in Appendix B.

3.2.1 Numerical examples for shear waves

We examine the derived linear and non linear difference time-lapse AVO terms for shear

waves qualitatively with the same numerical examples used in section 3.1.3. We examined

our formulation not only for these changes, but also for higher contrasts (Figure 3.7 and Fig-

ure 3.8). The second order time-lapse AVO approximation is in a better agreement with the

exact difference data, especially for higher contrasts in seismic parameters. The convergence

properties of ∆RSS appear to be less straightforward than those of ∆RPP approximations

especially for the third order approximations, and the study of them is ongoing which will

confirm after this thesis.

3.3 Time-lapse difference data for converted waves

We calculate reflection coefficient for both types of converted waves, either a reflected

S-wave from an incident P-wave or a reflected P-wave from an incident S-wave. We use

Matrix P in equation 3.2 to calculate RPS and matrix S in equation 3.15 to calculate

RSP . Reflection coefficients then, are determined by forming an auxiliary matrix PPS by
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replacing the second columns of P with bP , and then forming another auxiliary matrix SSP

by replacing the second columns of S with cS:

RPS(θ) =
det(PPS)

det(P )
RPS(φ) =

det(SSP )

det(S)
. (3.23)

RPS and RSP for the baseline and monitor surveys are calculated using methods in section

3.1 and section 3.2. The difference data reflection coefficients between the baseline and

monitor survey are calculated as:

∆RPS(θ) =Rm
PS(θ)−Rb

PS(θ)

∆RSP (φ) =Rm
SP (φ)−Rb

SP (φ).

(3.24)

Organizing the solutions into terms which are the first, second, etc. order of any of pertur-

bation parameters, pρ, pV P and pV S leads to:

RPS(θ) = R
(1)
PS(θ) +R

(2)
PS(θ) + ...

RSP (θ) = R
(1)
SP (θ) +R

(2)
SP (θ) + ... .

(3.25)

The linear and second order terms for time-lapse difference data for a down going p-wave

and upcoming S-wave are:

∆R
(1)
PS(θ) =

[
−VS0

VP0

sin θ

]
aV S +

[
−1

2

(
2
VS0

VP0

+ 1

)
sin θ

]
aρ

∆R
(2)
PS(θ) =

[
−3

4

VS0

VP0

sin θ

]
a2
V S +

[
−1

2
sin θ

]
a2
ρ +

[
1

2

(
2
VS0

VP0

− 1

)
sin θ

]
bρaρ

+

[
−1

2

VS0

VP0

sin θ

]
bV SaV S +

[
1

4

VS0

VP0

sin θ

]
(aV paV S + aV pbV S + bV paV S)

+

[
1

8

(
2
VS0

VP0

− 1

)
sin θ

]
(aV paρ + bρaV p + aρbV p + aρaV S + aρbV S + bρaV S).

(3.26)
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The linear and second order terms for time-lapse difference data for a down going S-wave

and upcoming P-wave are:

∆R
(1)
SP (φ) =

[
−VS0

VP0

sinφ

]
aV S +

[
−1

2

(
2
VS0

VP0

+ 1

)
sinφ

]
aρ

∆R
(2)
SP (φ) =

[
−
(

3

4

)
VS0

VP0

sinφ

]
a2
V S +

[
−1

2
sinφ

]
a2
ρ +

[
1

2

(
2
VS0

VP0

− 1

)
sinφ

]
bρaρ

+

[
−
(

1

2

)
VS0

VP0

sinφ

]
bV SaV S +

[(
1

4

)
VS0

VP0

sinφ

]
(aV PaV S + aV pbV S + bV paV S)

+

[
1

8

(
2
VS0

VP0

− 1

)
sinφ

]
(aV paρ + bρaV p + aρbV p + aρaV S + aρbV S + bρaV S).

(3.27)

∆RPS(θ) and ∆RSP (φ) are similar as it can be seen from equation 3.26 and equation 3.27.

∆RPS(θ) and ∆RSP (φ) for the third order approximation are different as it is expected and

they are presented in Appendix C.

3.3.1 Numerical examples for converted waves

We examine our linear and nonlinear time-lapse difference AVO terms for converted waves

qualitatively with the same numerical examples used in this chapter (Figure 3.9 - Figure

3.12). For converted waves using these data set, all three approximation are following almost

the same trend. The convergence properties of ∆RSP appear to be less straightforward than

those of ∆RPP and ∆RPS approximations especially for the third order approximations.

3.4 Reduction to Landrø

The result for the linear term are compared to the the difference data reflection coefficient

derived by Landrø (2001). The difference data reflection coefficient in Landrø’s paper is:

∆RPP (θ) =
1

2

(
∆ρ

ρ
+

∆VP
VP

)
− 2

V 2
S

V 2
P

(
∆ρ

ρ
+ 2

∆VS
VS

)
sin2 θ +

∆VP
2VP

tan2 θ. (3.28)

This equation can be rearranged as:

∆RPP (θ) =
1

2
(1 + tan2 θ)(

∆VP
VP

) + (−4V 2
S

V 2
P

) sin2 θ(
∆VS
VS

) + (
1

2
− 2V 2

S

V 2
P

sin2 θ)(
∆ρ

ρ
). (3.29)
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Figure 3.9: ∆RPS for the exact, linear, second order, and third order approximation with
elastic parameters as in Figure 3.3 a. Solid line: Exact difference data, - - -: Linear
approximation, ooo: Second order approximation, and ...: Third order approximation.
a) +13 %, -2 %, and +4 % changes in P-wave and S-wave velocities and density respectively
in the reservoir after production. b) +16 %, -3 %, and +5 % changes in P-wave and S-wave
velocities and density respectively in the reservoir after production. c) +20 %, -4 %, and
+6 % changes in P-wave and S-wave velocities and density respectively in the reservoir after
production. d) +25 %, -6 %, and +8 % changes in P-wave and S-wave velocities and density
respectively in the reservoir after production.
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Figure 3.10: ∆RPS for the exact, linear, second order, and third order approximation with
elastic parameters as in Figure 3.3 b. Solid line: Exact difference data, - - -: Linear
approximation, ooo: Second order approximation, and ...: Third order approximation.
a) +15 %, +11 %, and +1 % changes in P-wave and S-wave velocities and density respectively
in the reservoir after production. b) +20 %, +15 %, and +2 % changes in P-wave and S-
wave velocities and density respectively in the reservoir after production. c) +25 %, +20 %,
and +3 % changes in P-wave and S-wave velocities and density respectively in the reservoir
after production. d) +30 %, +25 %, and +4 % changes in P-wave and S-wave velocities and
density respectively in the reservoir after production.
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Figure 3.11: ∆RSP for the exact, linear, second order, and third order approximation with
elastic parameters as in Figure 3.3 a. Solid line: Exact difference data, - - -: Linear
approximation, ooo: Second order approximation, and ...: Third order approximation.
a) +13 %, -2 %, and +4 % changes in P-wave and S-wave velocities and density respectively
in the reservoir after production. b) +16 %, -3 %, and +5 % changes in P-wave and S-wave
velocities and density respectively in the reservoir after production. c) +20 %, -4 %, and
+6 % changes in P-wave and S-wave velocities and density respectively in the reservoir after
production. d) +25 %, -6 %, and +8 % changes in P-wave and S-wave velocities and density
respectively in the reservoir after production.

47



0 5 10 15 20 25 30
−0.1

−0.05

0

0.05

Incidence angle φ (deg)

∆R
S

P

(a)

 

 

Exact difference data
Linear approximation
Second order approximation
Third order approximation

0 5 10 15 20 25 30
−0.1

−0.05

0

0.05

Incidence angle φ (deg)
∆R

S
P

(b)

0 5 10 15 20 25 30
−0.1

−0.05

0

0.05

Incidence angle φ (deg)

∆R
S

P

(c)

0 5 10 15 20 25 30
−0.1

−0.05

0

0.05

Incidence angle φ (deg)

∆R
S

P
(d)

Figure 3.12: ∆RSP for the exact, linear, second order, and third order approximation with
elastic parameters as in Figure 3.3 b. Solid line: Exact difference data, - - -: Linear
approximation, ooo: Second order approximation, and ...: Third order approximation.
a) +15 %, +11 %, and +1 % changes in P-wave and S-wave velocities and density respectively
in the reservoir after production. b) +20 %, +15 %, and +2 % changes in P-wave and S-
wave velocities and density respectively in the reservoir after production. c) +25 %, +20 %,
and +3 % changes in P-wave and S-wave velocities and density respectively in the reservoir
after production. d) +30 %, +25 %, and +4 % changes in P-wave and S-wave velocities and
density respectively in the reservoir after production.
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For small θ:

1 + sin2 θ = 1 + sin2 θ + sin4 θ = 1 + sin2 θ(1 + sin2 θ) ∼ 1 +
sin2 θ

cos2 θ
= 1 + tan2 θ. (3.30)

Here we used this approximation:

1

cos2 θ
=

1

1− sin2 θ
∼ 1 + sin2 θ. (3.31)

Substituting X = sin θ and B =
V 2
S

V 2
P

leads to:

∆RPP (θ) =
1

2
(1 +X2)(

∆VP
VP

) + (−4B2X2)(
∆VS
VS

) + (
1

2
− 2B2X2)(

∆ρ

ρ
). (3.32)

Considering:

aV P = 1−
V 2
PBL

VP 2
M

=
V 2
PM
− V 2

PBL

V 2
PM

=

(
VPM

+ VPBL

VPM

)
×
(
VPM
− VPBL

VPM

)
∼ 2×

(
VPM
− VPBL

VPM

)
∼ 2× ∆VP

VP

aV S = 1−
V 2
SBL

VS2
M

=
V 2
SM
− V 2

SBL

V 2
SM

=

(
VSM

+ VSBL

VSM

)
×
(
VSM
− VSBL

VSM

)
∼ 2×

(
VSM
− VSBL

VSM

)
∼ 2× ∆VS

VS

aρ = 1− ρBL
ρM

=
ρM − ρBL

ρM
=

∆ρ

ρ
.

(3.33)

The first part of equation 3.14 is equivalent to the equation 3.29, which shows the agreement

of our linear approximation for the difference data with the one derived by Landrø (2001):

∆R
(1)
PP (θ0) = (

1

4
+

1

4
X2)aV P + (−2B2X2)aV S + (

1

2
− 2B2X2)aρ

= (
1

4
+

1

4
X2)(2× ∆VP

VP
) + (−2B2X2)(2× ∆VS

VS
) + (

1

2
− 2B2X2)

∆ρ

ρ

=
1

2

(
∆ρ

ρ
+

∆VP
VP

)
− 2V 2

S

V 2
P

(
∆ρ

ρ
+ 2

∆VS
VS

)
sin2 θ +

∆VP
2VP

tan2 θ.

(3.34)

3.5 Coupling between baseline and time-lapse relative changes

The linear and higher order approximation solutions for ∆RPP , ∆RSS, ∆RPS, and ∆RSP

are presented as expansions of the perturbation parameters in the previous sections in this
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chapter. Here, we will compute time-lapse difference data in terms of relative changes in

seismic parameters, ∆VP
VP

, ∆VS
VS

, and ∆ρ
ρ

, because this choice permits quantitative comparison

with other studies in the literature, and furthermore because expressing the AVO response in

order of relative changes may improve convergence properties (Innanen, 2013). We designate

the capital delta symbol to indicate the relative changes in seismic parameters for the physical

contrast between the cap rock and reservoir in the baseline survey. To represent changes in

the seismic parameters due to time-lapse variations in the reservoir, we use a small delta

symbol. The relative changes in the baseline survey are defined as follows:

∆VP
VP

=2× VPb − VP0

VPb + VP0

,

∆VS
VS

=2× VSb − VS0

VSb + VS0

,

∆ρ

ρ
=2× ρb − ρ0

ρb + ρ0

,

(3.35)

while time-lapse perturbations are defined as :

δVP
VP

=2× VPm − VPb
VPm + VPb

,

δVS
VS

=2× VSm − VSb
VSm + VSb

,

δρ

ρ
=2× ρm − ρb

ρm + ρb
.

(3.36)

To express our linear and higher order time-lapse differences in terms of relative changes, we

expand bV P , bV S, bρ, and aV P , aV S, aρ in terms of the appropriate series of relative changes

as:

bV P =2

(
∆VP
VP

)
− 2

(
∆VP
VP

)2

+
3

2

(
∆VP
VP

)3

− ...

bV S =2

(
∆VS
VS

)
− 2

(
∆VS
VS

)2

+
3

2

(
∆VS
VS

)3

− ...

bρ =

(
∆ρ

ρ

)
− 1

2

(
∆ρ

ρ

)2

+
1

4

(
∆ρ

ρ

)3

+ ...,

(3.37)
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and

aV P =2

(
δVP
VP

)
− 2

(
δVP
VP

)2

+
3

2

(
δVP
VP

)3

− ...

aV S =2

(
δVS
VS

)
− 2

(
δVS
VS

)2

+
3

2

(
δVS
VS

)3

− ...

aρ =
δρ

ρ
− 1

2

δρ

ρ

2

+
1

4

δρ

ρ

3

+ ... .

(3.38)

Substituting equation 3.37 and equation 3.38 into equation 3.14 and linearizing, ∆RPP (θ) ∼

∆R
(1)
PP (θ) , and assuming small angles sin2 θ � 1, we recover Landrø’s equation for approxi-

mation of the difference reflection data (the process explained in section 3.4):

∆RPP (θ) ∼ ∆R
(1)
PP (θ) =

1

2

(
δρ

ρ
+
δVP
VP

)
− sin2 θ

2V 2
S

V 2
P

(
δρ

ρ
+ 2

δVS
VS

)
+
δVP
2VP

sin2 θ. (3.39)

The second order term of the difference reflection data in terms of relative parameters is

derived with small angles assumption. Substituting equation 3.37 and equation 3.38 into

the second part in equation 3.14 and considering only second order terms, we have:

∆R
(2)
PP (θ) =ΓδVP

(
δVP
VP

)2

+ ΓδVS

(
δVS
VS

)2

+ Γδρ

(
δρ

ρ

)2

+ ΓδρδVS

(
δρ

ρ

)(
δVS
VS

)
+ Γ∆VSδVS

(
∆VS
VS

)(
δVS
VS

)
+ Γ∆VP δVP

(
∆VP
VP

)(
δVS
VS

)
+ Γ∆ρδVS

(
∆ρ

ρ

)(
δVS
VS

)
+ Γ∆VSδρ

(
∆VS
VS

)(
δρ

ρ

)
+ Γ∆ρδρ

(
∆ρ

ρ

)(
δρ

ρ

)
,

(3.40)
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where

ΓδVP =
1

2
+ sin2 θ

ΓδVS = 4

[(
VS0

VP0

)3

sin2 θ − 2

(
VS0

VP0

)2

sin2 θ

]

Γδρ =

(
VS0

VP0

)3

sin2 θ −
(
VS0

VP0

)2

sin2 θ

− 1

4

(
VS0

VP0

)
sin2 θ +

1

4

ΓδρδVS = 2

[
2

(
VS0

VP0

)3

sin2 θ −
(
VS0

VP0

)2

sin2 θ

]

Γ∆VSδVS = 8

[(
VS0

VP0

)3

sin2 θ −
(
VS0

VP0

)2

sin2 θ

]

Γ∆VP δVP = sin2 θ

Γ∆ρδVS = 2

(
VS0

VP0

)3

sin2 θ −
(
VS0

VP0

)2

sin2 θ

Γ∆VSδρ = 2

[
2

(
VS0

VP0

)3

sin2 θ −
(
VS0

VP0

)2

sin2 θ

]

Γ∆ρδρ = 2

(
VS0

VP0

)3

sin2 θ − 1

2

(
VS0

VP0

)
sin2 θ.

(3.41)

The third order term is also derived in terms of relative parameters in Appendix A. Higher

order approximations not only add terms including higher order relative changes in the

baseline and time-lapse, but also add terms which include coupling between the baseline and

time-lapse relative changes as in equation 3.40.

The linear order term for ∆RSS, ∆RPS, and ∆RSP in terms of relative changes in seismic

parameters assuming small angles such that sin2 θ � 1 and sin2 φ� 1, can be derived using

the same process explained for PP data. Substituting equation 3.37 and equation 3.38 into

the first part in equations 3.22, 3.26, 3.27 respectively and truncating after the first order
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in relative changes in P- and S- wave velocities and density, we have:

∆RSS(φ) ∼ ∆R
(1)
SS(φ) =

1

2

(
7 sin2 φ− 1

) δVS
VS

+
1

2

(
4 sin2 φ− 1

) δρ
ρ

∆RPS(θ) ∼ ∆R
(1)
PS(θ) =

(
−2

VS
VP

sin θ

)
δVS
VS
− 1

2

(
2
VS
VP

+ 1

)
sin θ

δρ

ρ

∆RSP (φ) ∼ ∆R
(1)
SP (φ) =

(
−2

VS
VP

sinφ

)
δVS
VS
− 1

2

(
2
VS
VP

+ 1

)
sinφ

δρ

ρ
.

(3.42)
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Chapter 4

A physical modelling study of time-lapse AVO

Physical modelling can be used to validate the reflectivity predicted with different the-

oretical methods. Physical modelling of geophysical data provides physical property distri-

butions of the Earth which are simpler than the real Earth, and the degree of simplification

depends upon the geometry used for the data acquisition. In 1D models, the physical prop-

erties are assumed to vary only in depth. In 2D models, the physical properties vary in

depth and the direction parallel to a survey line. In 3D modelling, properties vary in all

three directions. Rods (for 1D) and elastic plates (for 2D and 3D), have been used to per-

form experiments. Recently, application of dynamic sandbox has provided experiments to

simulate specific geologic problems (Berryman et al., 1958; Purnell, 1986; Wandler et al.,

2006).

In this chapter, the validation of the linear and higher order terms calculated for difference

time-lapse data for P-P data which are described in the previous chapter, are investigated on

a physical model. A physical model experiment is acquired simulating two surveys in a time-

lapse problem. 3D seismic surveys resembling baseline and monitor surveys are modelled

with the University of Calgary Seismic Physical Modelling Facility. The baseline survey

is modelled with plexiglas (acrylic) and PVC (Polyvinyl chloride) slabs resembling the cap

rock and reservoir at the time of the baseline survey. The PVC slab is replaced with a

phenolic slab for the monitor survey in which the reservoir had been undergone geological-

geophysical changes during the time. Picked amplitudes from plexiglas-PVC and plexiglas-

phenolic (along the direction of the isotropic plane for phenolic) interfaces are corrected

for geometrical spreading, emergence angle, free surface, transmission loss, and radiation

patterns. The results for the baseline survey data, the monitor survey data, and their
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difference representing the difference data in time-lapse study are analyzed. The derived

linear and higher order approximations for difference data are compared with the model

data for validation. The results of this chapter are published in the Geophysics journal

(Jabbari et al., 2015).

4.1 Data acquisition

The University of Calgary Seismic Physical Modelling Facility (Wong et al., 2009) was

used to conduct the experiment. Elastic waves were generated and detected by arrays of

small transducers which were mounted on a gantry. These transducers were moved with a

six-axes positioning system using linear electric motors to accomplish a 2D seismic survey

over a model with a volume of 1000 × 800 × 600 mm3 which scales up to a real-world

survey with a volume of 10 × 8 × 6 km3. In our seismic physical modelling, we use a scale

factor of 10,000, so that a modelling time of 0.1 microsecond represents a seismic-scale time

of 1 millisecond, a modelling frequency 1 MHz represents a seismic frequency of 100Hz,

and a modelling dimension of 1 millimeter represents a geological dimension of 10 m. The

transducers produced dominant frequencies in the range of 100 kHz to 500 kHz that scaled

down to real-world values of 10 to 50 Hz. Under this scaling, material velocities and densities

remain the same for both the physical model and the geological world.

The model contains water and blocks of different material defining an Earth model.

The C++ acquisition software runs on Java on an MS Windows PC. Dynasen CA-1136

piezoelectric transducers were used as sources and detectors to emit and detect P waves.

Common midpoint (CMP) gathers are recorded as SEG-Y files (Figure 4.1).

Figure 4.2 shows the experimental setup for our measurements. Two seismic experiments

which are involved in a time-lapse survey, the baseline survey, followed by a monitoring

survey, were modelled. The baseline survey was run on a plexiglas (acrylic) block atop of

a PVC (Polyvinyl chloride) block, both of which were immersed in water. The monitoring
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Figure 4.1: The six-axes 3D positioning system (-/+ X is left/right, -/+ Y is towards/away,
-/+ Z is up/down). Gantry A is to the left; Gantry B is to the right (Wong et al., 2009)

Figure 4.2: Acquiring CMP data over an plexiglas, PVC, and phenolic slabs for baseline
and monitor surveys. Elastic incidence parameters; Plexiglas (acrylic): VP = 2745m/s,
VS = 1380m/s and ρ = 1.19g/cc ; PVC: VP = 2350m/s, VS = 1120m/s and ρ = 1.30g/cc ;
Phenolic: VP = 3570m/s, VS = 1730m/s and ρ = 1.39g/cc.
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survey was conducted with the PVC block replaced by a phenolic block. The plexiglas block

represents the cap rock, and the PVC and phenolic blocks represent the reservoir rock in the

baseline and monitor surveys. The thickness of water, plexiglas, and PVC in the baseline

survey experiment are 80.0, 25.6, 24.5 mm which represent a real-world survey of 800, 256,

245 m respectively. The thickness of water, plexiglas, and Phenolic in the monitor survey

experiment are 80.0, 50.8, 69.0 mm which represent a real-world survey of 800, 508, and

690 m respectively. Several common-mid-point (CMP) reflection gathers were acquired for

several offsets. All the arrivals relevant to the AVO analysis occur before the arrival time of

the first water bottom multiple. Diffractions from the edges of the model certainly do exist,

as well as reflections from the sides of the water tank containing the model. However, the

arrival times of these events are much later than the events of interest, and lie outside the

range of recorded times. The PP amplitudes were picked at the plexiglas-PVC interface for

the baseline survey and at the plexiglas-phenolic interface for the monitor survey.

To avoid surface waves, the measurement were done in water. The dominant wavelength

in the experiment is about 2.86 mm (corresponding to a dominant frequency of about 520

kHz in water with velocity equal to 1485 m/s). In the experiment, water ripples on the

surface of the water are much less than 0.1 mm in amplitude; only about three percent

of the wavelength. Although these ripples are comparatively very small, concern has been

raised that they may still create deviations in the water-air reflection coefficient from the

ideal value of -1, and thus affect the amplitudes of the waves impinging on the targets below.

However, the experimental data are recorded after vertically stacking 400 repeated firings of

the source with a repetition rate of 500 per second. Any P-wave amplitude variations caused

by ripples are unsynchronized to the source firings, and so are “random” and are greatly

reduced by stacking and waveform averaging.

The CMP gather for the both experiments, the baseline and monitor surveys are presented

in Figure 4.3.
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a)

b)

Figure 4.3: CMP gather for the measured simulated (a) baseline and (b) monitor exper-
iments. Events indicated with “yellow” are the PP reflections from the top of the water,
events “red” are the PP reflections from the top of plexiglas layer, and events “green” are
the PP reflection from the top of the PVC for the baseline and the PP reflection from the
top of phenolic along the direction of the isotropic plane for the monitor.
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Figure 4.4 shows a CMP gathers of seismograms for the baseline and monitor experiments

focused on the area of interest.

a)

b)

Figure 4.4: Trace-normalized plots for the measured simulated (a) baseline and (b) monitor
experiments. Events indicated with “A” are the PP reflections from the top of plexiglas
layer, and events “B” are the PP reflection from the top of the PVC for the baseline and
the PP reflection from the top of phenolic along the direction of the isotropic plane for the
monitor.

4.2 Amplitude pre-processing

Prior to any AVO analysis, amplitude information acquired by physical modelling must be

corrected to compensate for various effects that can mask the AVO information. These effects
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include geometrical spreading, transmission loss and overburden effects, multiple reflections,

ground roll, source radiation pattern, and geophone response, and can be accounted for

(Spratt et al., 1993).

Following the precessing procedure developed by Mahmoudian (2013), we corrected our

measured reflected amplitude data for geometrical spreading, emergence angle, free surface,

and transmission loss. The piezopin pin transducers produce vertical motion at the source

and respond to vertical motion at the receiver. The vertically directed motion must be

scaled to conform to the direction of plane wave propagation assumed in the Zoeppritz equa-

tions. This has been done by dividing measured amplitudes by the cosine of the propagation

direction relative to vertical direction (Duren, 1992). The propagation direction at these

locations is typically called the emergence angle. In the analysis of the physically- modelled

data, the emergence angles are calculated via ray tracing from the source position to the

receiver position through all the layers and using the angle final angle at the receiver. Ac-

curate ray-tracing can be done since we know beforehand (within one or two percent) the

P-wave velocities of all the materials used in the experiment. In industry practice, the emer-

gence angle at the receiver is often approximated by using P-wave ray-tracing through only

two layers, namely, an overlying layer based on an NMO P-wave velocity and the reflecting

layer with a best estimate of its P-wave velocity. We also applied source-receiver directiv-

ity corrections to account for the radiation/reception patterns of disc-shaped piezoelectric

transducers operating in an acoustic medium. Disc-shaped transducers of finite size do not

act as point sources, but have a directivity given by:

D(θ) =
J1(X)

X
, X =

πd sin(θ)fd
VW

(4.1)

where θ is the angle between the perpendicular axis through the center of the disc, d is

the disc diameter, fd is the dominant frequency, VW is the water velocity, J1 is the Bessel

function of order 1 (Buddensiek et al., 2009). Figure 4.5 displays the directivity pattern

common to both the source and receiver. By reciprocity, the source and receiver directivities
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Figure 4.5: The directivity calculated using Equation 4.1, with d = 1.36 mm and λ = fd
VW

= 2.86 mm.
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are identical, since the source and receiver transducers are physically identical. For our

physical modelling, the disc diameter is 1.36 mm, the dominant frequency is 520 kHz, and

the water velocity is 1485 m/s.

The reflection coefficient along the CMP at the interface of interest are derived applying

the necessary corrections based on the following equation (Duren, 1992):

A(x, f) =
SD(θs, f)D(θh, f)L(x) cos θh

Dg(x)
RT (θT ), (4.2)

where f is the frequency, x is the source-receiver offset, θs is the source radiated ray direction,

θh is the emergence angle at the receiver, θT is the incident angle at the target interface.

A(x,f) is vertical-component recorded reflection amplitude, S is overall scalar related to

source strength, D(θs, f) and D(θh, f) are source and receiver directivities respectively, Dg(x)

is geometrical spreading, L(x) is transmission loss, and RT (θT ) is the reflection coefficient

at the target interface.

4.2.1 Comparison of the formulated linear and higher order approximation difference data

with physical model results

Figure 4.6 shows the physically-modelled reflection amplitude for the baseline and mon-

itor surveys, corrected for geometrical spreading, emergence angle, free surface, transmission

loss, and directivity. Also shown are the difference between the corrected baseline and mon-

itor surveys. We note that the data in this figure indicate that an increase in amplitude

occurs at about 50 degrees. This is consistent with expected critical angles based on Snell’s

Law with overlying Plexiglas velocity of 2745 m/s and underlying velocity of Phenolic of

3570 m/s.

Scaled-down physical modelling is done to provide “ground truth” for comparing with

theoretical and numerical results. Field results from geological-scale measurements are often

difficult to use for validating theoretical and numerical predictions because the variations in

the geological-scale physical properties and geometry are uncontrolled and too complicated.
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Figure 4.6: RPP for the baseline (+), monitor (–), and ∆RPP or difference data (dots) for the
physical modelling data. Elastic incidence parameters: VP0 = 2745m/s, VS0 = 1380m/s and
ρ0 = 1.19g/cc ; baseline parameters:VPBL

= 2350m/s, VSBL
= 1122m/s and ρBL = 1.13g/cc

; monitor parameters:VPM
= 3570m/s, VSM

= 1730m/s and ρM = 1.39g/cc.
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and third order (–) approximation. Elastic incidence parameters: VP0 = 2745m/s, VS0 =
1380m/s and ρ0 = 1.19g/cc ; baseline parameters:VPBL

= 2350m/s, VSBL
= 1122m/s and

ρBL = 1.13g/cc ; monitor parameters:VPM
= 3570m/s, VSM

= 1730m/s and ρM = 1.39g/cc.

Within limited ranges of property values and complexity of geometry, physical modelling, in

which measurements are made on meter-scale models with known values of physical proper-

ties and simplified geometry, provides useful and meaningful data for validation. These data

are in agreement with the exact reflection data for the baseline, monitor, and difference data

calculated using Zoeppritz equations for angles smaller than the critical angle.

On Figure 4.7, the experimental ∆RPP values are compared to calculated values based

on the linear, second order, and third order expressions. The small fluctuations in the ex-

perimental ∆RPP values from the physically-modelled seismograms are due to experimental

errors associated with amplitude picking. In order to obtain an optimum fit to the ex-

perimental ∆RPP values, the theoretical calculations on Figure 4.7 were done using small

adjustments to the P and S velocity values for the plexiglas, PVC, and phenolic materi-

als. These slight adjustments were kept within acceptable bounds (i.e., +/- 50 m/s), as

established by independent measurements.

64



These results shows that the higher order approximations with the model data which

emphasize including higher order terms for difference data calculations in time-lapse are

more comparable.
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Chapter 5

Field analysis of time-lapse AVO signatures

In this chapter, a multicomponent time-lapse seismic data set is used to validate the

theoretical results for linear and nonlinear time-lapse AVO difference data for P-P data.

This time-lapse data set was acquired during hydraulic fracturing of two horizontal wells

in the unconventional Montney Reservoir at Pouce Coupe Field in the Peace River area by

Talisman Energy Inc. part of Repsol Group.

5.1 Pouce Coupe time-lapse, Multicomponent Seismic Data

4D time-lapse, multicomponent seismic surveys were acquired by Talisman Energy Inc.

at the Pouce Coupe Field, which is located on the border between Alberta and British

Columbia in the Peace River area. The target formation in these seismic acquisitions was

the Triassic Montney Siltstone reservoir (Figure 5.1).

The Montney Formation is composed of fine-grained, pseudo-turbidites proximal to shoreface

deposition and is classified as an organic-rich argillaceous siltstone and sandstone package.

Information obtained by Talisman Energy Inc. reports the Montney reservoir to have a

matrix permeability of 0.01-.02 mD and porosity of 6-10 % within the Pouce Coupe Field.

The unconventional Montney reservoir at Pouce Coupe contains tight gas siltstones and

sandstones and produces both gas and liquid hydrocarbons. For economic production, en-

hanced permeability pathways of natural and induced fractures are required due to the tight

nature of the Montney (Davies et al., 1997; Davey, 2012). The Montney Formation is subdi-

vided, from its base, into units A, B, C, D, E and F. The Formation is overlain by the Doig

Phosphate and underlain by the Permian Belloy (Figure 5.2).

The baseline survey, acquired in March 2008, was recorded after completion and stim-
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Figure 5.1: Triassic Montney Formation in the Peace River Arch region. Pouce Coupe Field
is represented by the coloured Formations in the Repsol BC chart section (courtesy of Repsol
S.A.).

ulation of the 102/07-07-78-10W6M well, but before production was initiated. The first

monitor was acquired from December 8 to 10, 2008, after 8 months of Montney gas pro-

duction from the 102/07-07-78-10W6M well. The purpose of acquiring this survey was to

characterize the reservoir condition prior to hydraulically fracturing the two horizontal wells.

For this reason we will refer to this survey as the baseline survey. The hydraulic fracture

operations took place in two separate stages on the two horizontal wells, and another two

subsequent monitor surveys were acquired after each fracture event. The second and third

monitor surveys were acquired between December 13-14, after fracturing the horizontal well

102/02-07-078-10W6M (targeting the Lower Montney unit C) and between December 18-19,

after fracturing the horizontal well 102/07-07-78-10W6M (targeting the lower Upper Mont-

ney unit D), respectively. We will consider these two monitors as monitor 1 and monitor 2

(Figure 5.3).

The seismic data were recorded by CGGVeritas with Megabin geometry on a patch of

about 5 km2 (1600 m by 3000 m) as in Figure 5.4.

The acquisition geometry consisted of a parallel Megabin arrangement with 9 East-West
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Figure 5.2: Type log of the Triassic Montney in the southern Pouce Coupe Field. Red curve
is the gamma ray (Steinhoff, 2013).
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Figure 5.3: Pouce Coupe time-lapse seismic and field operations timeline. The map shows
two horizontal wells hydraulically stimulated (2-07 well and 7-07 well) and the location of
the vertical shear sonic log (13-12 well). Modified from Atkinson (2010).
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Figure 5.4: Pouce Coupe time-lapse, multicomponent seismic survey acquisition schematic
layout. The resulting 1.6 km × 3 km patch is centered over horizontal wells 2-07 and 7-07.
Modified from Atkinson (2010).
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receiver lines at a line spacing of 200 m and a station spacing of 100 m for 31 three component

receivers per line. These lines were collocated with source lines also in the East-West direction

with the stations being interleaved, creating 50 m bin spacings in the East-West direction.

The bin spacing in the North-South direction was 100 m; through f-x trace interpolation,

the bin size was reduced to 50 m in the North-South direction. Two additional source lines

were added to the North and South of the receiver layout at 400 m intervals. The source

grid extended approximately 10 station intervals beyond the receiver layout. The recording

length was 6 seconds with a sampling interval of 2 ms.

A result of the survey design was uniform 360◦ azimuth for different offset distribution

which provides data for future AVO/AVAZ (amplitude variation with azimuth) analysis.

The processing was completed by Sensor Geophysical Ltd. in July, 2013. The processing

flow includes statics correction, prestack noise attenuation, surface consistent deconvolution,

CMP (common mid point) stacking, f-k (frequency-wavenumber) filter, radon multiple and

2-term normal moveout. Subsequently, Sensor Geophysical Ltd reprocessed the data making

use of a set of new methods to enhance time-lapse repeatability and improve prestack shear

wave splitting analysis. Receiver Azimuth Detection and Rotation (RADAR) was utilized to

detect and correct receiver azimuths, and this improved the quality of the subsequent steps

of processing the horizontal receiver components (Grossman et al., 2013; Steinhoff, 2013).

Further details of multicomponent processing are outlined in Steinhoff (2013).

To summarize the multicomponent surface Pouce Coupe seismic data set used in this

study, includes a baseline survey with two subsequent monitor surveys, and the acquisition

was designed to cover a full 360 degree azimuth and offset range from 50 to 4500 meters to

a bin size of 50 m by 50 m.

5.1.1 Methodology

To correlate seismic character to subsurface geology and estimate the location of the

horizons on the seismic sections, a synthetic seismogram was generated using a wavelet
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Figure 5.5: Gamma, P-wave, S-wave, and density logs for the horizontal well 102-02-07-078-
10W6

extracted from the horizontal well, 102-02-07-078-10W6M, and reflectivity derived from P-

wave sonic and density logs. The S-wave log is calculated using Castagna’s Equation with

parameters of VS = 0.8619VP −1172 m/s (Castagna et al., 1985). Figure 5.5 shows different

logs obtained by 102-02-07-078-10W6M well including the computed S-wave log and edited

or corrected P-wave log used for the synthetic seismogram generation.

This synthetic seismic trace is aligned to the seismic section at the well location to relate

horizon tops with specific reflections on the seismic section. Figure 5.6 shows the resultant

well tie aligned with the baseline seismic section which allows us to correlate the Montney

Formation to the seismic. From this estimation, amplitude versus offset analysis can be

obtained.

The baseline seismic data were interpreted using the generated synthetic trace. The

synthetic trace has been used to estimate the depth of different horizons, especially the

target horizon, the tops of Montney C and D (Figure 5.7). The same method can be used
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Figure 5.6: Vertical well tie with baseline P-wave seismic.

Figure 5.7: Estimating the horizon times on the seismic section by tying synthetic in Figure
5.6 to the baseline seismic data.
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Figure 5.8: Synthetic P-wave log representing post-fracture condition created.

to interpret the seismic data for the monitor seismic sections. But prior to this, we need to

derive log information at the time of the monitor surveys, as well logs were not acquired at

the time of the monitor surveys. All log data were acquired at the time of the baseline survey

and before inducing the fractures. The synthetic logs for the monitor survey are modelled

by simulating the parameters in the systematic changes during the fracture operations. The

input parameters include initial P-wave, S-wave, and density logs at the time of the baseline

survey, reservoir parameters such as water saturation, gas saturation, temperature, pressure,

salinity, and matrix before and after the fracture operations. Figure 5.8 shows the synthetic

sonic log aligned on the monitor seismic section.

Perturbation parameters in equation and equation should be calculated in order to derive

the reflection coefficient for time-lapse difference data or ∆RPP (θ). This is possible if the

P-wave and S-wave velocities, and density information for the cap rock (layer just above the
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Figure 5.9: RPP (θ) for the baseline (black) and monitor (blue) surveys and for their difference
(red), ∆RPP (θ), for Pouce Coupe data set

reservoir), and reservoir at the time of the baseline and monitor surveys are available. The

top of the Montney C and the top of the Montney D are the interfaces between the cap rock

and the reservoir. VP0 , VS0 , ρ0 and VPb
, VSb

, ρb are derived from the well logs obtained at

the time of the baseline survey. We used synthetic logs at the time of the monitor survey to

estimate VPm , VSm , ρm after the fracture operations.

5.1.2 Results

With three sets of the P-wave, S-wave velocities, and the density for the formation

above the reservoir or target, and the reservoir itself before and after the fracture, exact

∆RPP (θ) for the baseline survey, monitor survey, and their difference are calculated using

the Zoeppritz equations (Figure 5.9 ). The red curve representing the time-lapse difference

reflection coefficient, is almost at zero for all offsets. The reason is because the reflection

coefficient, RPP , for the baseline and monitor surveys are almost identical. This can be
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Figure 5.10: ∆RPP (θ) for the exact (solid line), linear (+++), second (—), and third order
(...) approximation for Pouce Coupe data set

expected by investigating the well log information and seismic sections (as in Figure 5.6-

5.8) at the interface of the tops of Montney C and Montney D (as the productive layers or

reservoir layers). Investigating the difference in gamma, P-wave and S-wave velocities and

density logs in Figure 5.5 in the area of interest at around 1350 ms time depth, we can see

the low baseline contrast between the reservoir (Montney C) and the cap rock (layer above

it by our definition). Also the seismic parameters, P-wave and S-wave velocities, and density

for the reservoir formation at the time of the baseline survey relative to the monitor survey

are similar. This explains the similarity of reflection coefficient for the baseline and monitor

surveys. Choosing another interface such as the base of the Doig or the base of the Montney

E may give a higher contrast in the baseline survey.

In Figure 5.10, the exact difference data are compared to the linear and nonlinear time-

lapse AVO approximation derived from the results of Jabbari et al. (2015). These results

does not show a significant difference between linear and higher order approximations in
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∆RPP (θ).
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Chapter 6

Conclusions

Time-lapse studies monitor fluid flow and pressure changes over time in a reservoir caused

by production or the employment of enhanced oil recovery techniques. Time-lapse measure-

ments provide a tool to monitor the dynamic changes in subsurface properties throughout

the development phase during the exploitation of a reservoir. Changes in geological and

geophysical properties of a reservoir, such as fluid saturation and pore pressure, produce

measurable changes in elastic parameters such as P-wave and S-wave velocities and density.

These changes affect the reflection data from the interface between the cap rock and reser-

voir layers. Therefore changes in the pressure or fluid saturation, or both, in a reservoir can

determine the difference data between the baseline survey data and monitor survey data.

Landrø (2001) provided a linear approximation for the time-lapse difference reflection

data for fluid saturation- and pressure-related changes. He also concluded that a second

order approximation for the relationship between the reservoir parameters (fluid saturation

and pressure) and the seismic parameters (P-wave and S-wave velocity and density) may on

occasion be important.

The accuracy of Landrø’s linear difference equation diminishes when the contrast be-

tween the reservoir at the time of the baseline survey and monitor survey is relatively large.

Also his linear equation is independent of the physical properties contrast between the cap

rock and reservoir in the baseline survey. As changes in the elastic parameters such as P-

wave and S-wave velocity, and density can be large in a time-lapse scenario Landrø (2001),

adding the higher order approximation in the difference data reflection coefficient is highly

recommended.

Perturbation theory can be used to pose time-lapse seismic monitoring problems in a
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quantitative and interpretable and easily analyzable way. Forms for elastic difference re-

flection coefficients that closely resemble standard linearized AVO (amplitude versus offset)

equations are derivable, with nonlinear corrections that include coupling terms between

baseline and time-lapse changes.

6.1 Nonlinearity in Time-lapse difference data AVO

Changes in the fluid saturation and pressure will have an impact on elastic parameters

of subsurface, such as P-wave and S-wave velocities and density, which can be approximated

by applying time-lapse AVO analysis methods. Linearized P-P AVO modelling of time-lapse

difference data was discussed by Landrø (2001). In Chapter 3, a framework is formulated for

the difference in reflection amplitude between the baseline survey data and monitor survey

data. This framework is expressed as an expansion in orders of both baseline interface

properties and time-lapse changes from the time of the baseline survey to the time of the

monitor survey. The difference data include linear and nonlinear terms in perturbation

parameters, where these perturbation parameters quantify the changes in P- and S-wave

velocities and density from the time of the baseline relative to the time of the monitor

survey. Linear and nonlinear terms representing the relative changes in in elastic properties

are derived in ∆RPP . The linear term is in agreement with Landrø’s equation. Nonlinear

terms represent corrections appropriate for large contrasts. Including second- and third-

order terms in ∆RPP improves the accuracy of calculating time-lapse difference reflection

data, particularly for large-contrast cases.

Numerical analyses are conducted to examine the derived linear and non linear difference

time-lapse AVO terms. For this purpose, examples from real time-lapse cases used by Veire

et al. (2006) and Landrø (2001) are applied. Numerical studies indicate that in geophysically

plausible (though reasonably large-contrast) scenarios, these nonlinear terms can have sig-

nificant impact in pre-critical regimes and improve the accuracy of approximating time-lapse
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difference reflection data, particularly for large contrast cases. Therefore, the nonlinearity

of the relationship between the difference data and perturbations in P- and S-wave veloc-

ities and density may be significant and non-negligible in geophysically plausible scenarios

(Jabbari et al., 2015).

Multicomponent surveying has been developed rapidly in seismology, including time-

lapse monitoring (Stewart et al., 2003). Multicomponent time-lapse amplitude variation

with offset (AVO) may improve the accuracy of approximation of time-lapse difference data.

A well-developed AVO regimes analyzes converted waves and shear waves AVO as well the

P-wave AVO. This work, therefore, is extended to time-lapse difference data by formulating

a framework for the difference reflection data for shear waves or ∆RSS (Jabbari and Innanen,

2015). Also, the extension of this work is applied to converted waves to derive linear and

nonlinear terms for ∆RPS and ∆RSP (Jabbari and Innanen, 2016).

In general, the results show that adding the higher order terms to the linear approx-

imation in ∆R for P-P data, shear waves and converted waves for difference time-lapse

data increases the accuracy of approximating time-lapse difference reflection data for ∆RPP ,

∆RSS, ∆RPS, and ∆RSP , particularly for large contrast cases. This also corrects the error

due to linearizing ∆RPP , ∆RSS, ∆RPS, and ∆RSP . Therefore, in many plausible time-lapse

scenarios the increase in accuracy associated with higher order corrections is non-negligible

for converted waves and shear waves as well as P-P data.

Comparing linear, second , and third order terms for ∆RPS and ∆RSP indicates that

as we move toward higher order approximations, ∆RPS and ∆RSP are different. This con-

firms the difference between exact ∆RPS and ∆RSP , which does not show up in the linear

approximation case.

In summary, the difference data during the change in a reservoir from the baseline survey

relative to the monitor survey are described for shear waves, and converted waves. We

defined a framework for the difference reflection data, ∆RSS(θ), ∆RPS(θ), and ∆RSP (θ), in
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order of physical change or baseline interface contrast and time-lapse changes. A framework

for linear and non linear time-lapse difference data are formulated using amplitude variation

with offset (AVO) methods. The higher order terms represent corrections appropriate for

large contrasts.

6.1.1 Validating the theoretical results with physical modelling

A physical model experiment is acquired, simulating a time lapse problem to investigate

the theoretical results for linear and nonlinear ∆RPP . Slabs of plexiglas, PVC, and phenolic

are used to resemble the cap rock, the reservoir at the time of the baseline survey, and the

reservoir at the time of the monitor survey.

The physically-modelled experimental data used for comparison with nonlinear expres-

sions for time-lapse AVO are based on materials with large changes (greater than 10%) in

reflectivity. This is atypical, since time-lapse changes in field data do not usually exceed

two to three percent. However, though atypical, these relative changes are not impossible.

In fact, we see them as being quite close to an end-member on the range of real geological

changes possible, taking our cue from, e.g., the VP vs. Effective stress model discussed by

Landrø (2001). See for example Landrø’s Figure 2. Thus, they are well-suited to our study

of the role of coupling and nonlinearity, which are maximal in large contrast cases. Adding

to less geologically atypical examples would of course be ideal, but available non-attenuating

materials for physical modelling experiments that closely match those encountered in geo-

logical situations are limited. Real sandstones and shales cannot be used because of their

significant attenuation at the modelling frequencies of 200 kHz to 1MHz. We emphasize that

the physically-modelled data are used primarily to provide experimental validation of the

nonlinear expressions. Laboratory validation of our expressions in the largest contrast cases

allows us to apply them with confidence to lower contrast situations encountered in the field.

A comparison of the theoretical results for linear and higher order approximation with

the physical model data indicated that including higher order terms in approximating the
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difference data is highly recommended. Landrø (2001) showed the relationship between rel-

ative changes in P-wave velocity and pressure changes in the Gullfaks field. He suggests

obtaining a second order approximation for these changes. In the same data set the rela-

tionship between seismic parameters and fluid saturation is not strongly nonlinear and can

be approximated by a linear function between these parameters. As a conclusion, whenever

nonlinear relationships exist between changes in seismic parameters and changes in reservoir

parameters, higher-order terms in approximating the difference data should be included,

particularly if large contrasts in cap rock and reservoir properties are involved.

As with the suggested framework, approximating the difference time-lapse data by in-

cluding the linear and higher order terms, is straight forward and sufficient, it is strongly

suggested to use this approach for approximating difference time-lapse for low and high con-

trast cases. It will be appropriate for lower contrasts in which linear approximation is good

enough and for higher contrasts in which higher order approximation is definitely needed.

6.1.2 Validating the results with Pouce Coupe time-lapse data

A time-lapse data set is used to validate derived linear and nonlinear theoretical results for

the time-lapse AVO difference data. This data set was acquired during hydraulic fracturing

of two horizontal wells in the unconventional Montney Reservoir at Pouce Coupe Field in

the Peace River area by Talisman Energy Inc. part of Repsol Group. An increase in pore

pressure has been induced following the hydraulic fracture operations in the unconventional

Montney shale reservoir. This will affect the seismic parameters including P-wave and S-

wave velocities and density. Due to the tight nature and low permeability of the Montney

reservoir, the injection of fluid into the reservoir during the fracture operations will affect

only the close vicinity of the fractures. For this reason, the change in elastic parameters

should be investigated in the vicinity of the hydraulic fractures in the horizontal wells. This

is practically impossible with the present Pouce Coupe data set.

The Pouce Coupe data set shows low contrast between the cap rock and reservoir (the
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tops of Montney C and the base of Montney D ) in the baseline survey and also lower contrast

in time-lapse changes from time of the baseline survey relative to the time of the monitor

survey. Therefore, the contribution of the nonlinear terms in approximating the time-lapse

difference data is not significant for the Pouce Coupe data set for the the Montney C or

Montney D layers as the reservoir interfaces.

6.2 Future work

The validation of the nonlinear portion of the time-lapse difference AVO in addition to

the linear portion with the field data is a matter of ongoing research and will be continued

after this thesis. A processing flow has been established to pick events whose time-lapse

AVO signatures may be analyzed for nonlinearity. The analysis investigated in this thesis,

can be applied to another interface with a larger seismic signature in the baseline survey or

larger time-lapse signature. For example the upper layer of Montney Formation, Montney

F, is also a productive layer. The Doig Phosphate and Montney F interface has a larger

contrast between the cap rock and the reservoir layers and can be analyzed in investigation

of the nonlinearity of the time-lapse AVO difference.

The processing flow established and used on the Pouce Coupe data set needs to be applied

to more horizons in this data set, and other data sets, to gauge the practical importance of

the nonlinear time-lapse AVO difference terms.
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Appendix A

Third order term in ∆RPP

The third order term in difference data in time-lapse AVO in terms of the baseline and

time-lapse perturbations is calculated as:

∆R
(3)
PP (θ) =(ΓPPP )a3

V P + (ΓSSS)a3
V S + (Γρρρ)a

3
ρ + (ΓPSρ) (bV P bV Saρ + bV SbρaV P

+bV SaV Paρ + bρaV PaV S + aV PaV Saρ + bV PaV Saρ + bV P bρaV S)

+ (ΓSSρ) (bV SaV Sbρ + bV SaV Saρ) + (ΓSρρ) (bV Sbρaρ + bρaρaV S)

+ (ΓPPS)(bV PaV PaV S + bV P bV SaV P ) + (ΓPPρ)(bV PaV Paρ + bV P bρaV P )
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2
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ρ),

(A.1)

where ’Γ’s are listed in Table 1.
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Table A.1: Table of ’Γ’s in Equation A.1

Symbol Description
ΓPPP
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This third order term in difference data in time-lapse AVO is also recalculated in terms

of relative parameters as:

∆R
(3)
PP (θ) =(κPPP )

(
δVP
VP

)3

+ (κSSS)

(
δVS
VS

)3

+ (κρρρ)

(
δρ

ρ

)3

+ (κPSρ)[(
∆VP
VP

)(
∆ρ

ρ

)(
δVS
VS

)
+

(
∆VS
VS

)(
δρ

ρ

)(
δVP
VP

)
+

(
∆VP
VP

)(
δρ

ρ

)(
δVS
VS

)
+

(
δVP
VP

)(
δρ

ρ

)(
δVS
VS

)
+

(
∆ρ

ρ

)(
δVP
VP

)(
δVS
VS

)
+

(
∆VP
VP

)(
∆VS
VS

)(
δρ

ρ

)
+

(
∆VS
VS

)(
∆ρ

ρ

)(
δVP
VP

)]
+ (κSSρ)

[(
∆VS
VS

)(
δρ

ρ

)(
δVS
VS

)
+

(
∆VS
VS

)(
∆ρ

ρ

)(
δVS
VS

)]
+ (κPPρ)

[(
∆VP
VP

)(
∆ρ

ρ

)(
δVP
VP

)
+

(
∆VP
VP

)(
δρ

ρ

)(
δVP
VP

)]
+ (κPρρ)

[(
∆ρ

ρ

)(
δVP
VP

)(
δρ

ρ

)]
+ (κPSS)

[(
∆VS
VS

)(
δVS
VS

)(
δVP
VP

)
+

(
∆VP
VP

)(
∆VS
VS

)(
δVS
VS

)]
+ (κPPS)

[(
∆VP
VP

)(
δVS
VS

)(
δVP
VP

)
+

(
∆VP
VP

)(
∆VS
VS

)(
δVP
VP

)]
+ (κSρρ)

[(
∆VS
VS

)(
∆ρ

ρ

)(
δρ

ρ

)
+

(
∆ρ

ρ

)(
δρ

ρ

)(
δVS
VS

)]
+ (κSP 2)

[(
δVS
VS

)(
δVP
VP

)2

+

(
∆VS
VS

)(
δVP
VP

)2

+

(
δVS
VS

)(
∆VP
VP

)2
]

− (κPS2)

[(
∆VP
VP

)(
δVS
VS

)2

+

(
δVP
VP

)(
∆VS
VS

)2

+

(
δVP
VP

)(
δVS
VS

)2
]

+ (κSS2)

[(
∆VS
VS

)(
δVS
VS

)2

+

(
δVS
VS

)(
∆VS
VS

)2
]

+ (κSρ2)

[(
δVS
VS

)(
δρ

ρ

)2

+

(
∆VS
VS

)(
δρ

ρ

)2

+

(
δVS
VS

)(
∆ρ

ρ

)2
]

+ (κρS2)

[(
δρ

ρ

)(
δVS
VS

)2

+

(
δρ

ρ

)(
∆VS
VS

)2

+

(
∆ρ

ρ

)(
δVS
VS

)2
]

(A.2)
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+ (κPP 2)

[(
δVP
VP

)(
∆VP
VP

)2

+

(
∆VP
VP

)(
δVP
VP

)2
]

+ (κρP 2)

[(
δρ

ρ

)(
∆VP
VP

)2

+

(
δρ

ρ

)(
δVP
VP

)2

+

(
∆ρ

ρ

)(
δVP
VP

)2
]

+ (κPρ2)

[(
∆VP
VP

)(
δρ

ρ

)2

+

(
δVP
VP

)(
δρ

ρ

)2

.+

(
δVP
VP

)(
∆ρ

ρ

)2
]

+ (κρρ2)

[(
∆ρ

ρ

)(
δρ

ρ

)2

+

(
δρ

ρ

)(
∆ρ

ρ

)2
]
,

(A.3)

where ’κ’s are listed in Table 2.
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Table A.2: Table of ’κ’s in Equation A.2

Symbol Description
κPPP 8

(
15
64

sin2 θ + 5
64

)
κSSS 8

(
7
4

(
VS0

VP0

)3

sin2 θ − 2
(
VS0

VP0

)2

sin2 θ

)
κρρρ

1
2

(
VS0

VP0

)3

sin2 θ − 3
8

(
VS0

VP0

)
sin2 θ + 1

8

κPSρ 4

(
1
2

(
VS0

VP0

)2

sin2 θ −
(
VS0

VP0

)3

sin2 θ

)
κSSρ 4

(
2B3 sin2 θ − 1

2
B2 sin2 θ

)
κSρρ 2

[
3
2

(
VS0

VP0

)2

sin2 θ − 1
2

(
VS0

VP0

)3

sin2 θ

−1
8

(
VS0

VP0

)
sin2 θ

]
κPPS 2

[(
VS0

VP0

)2

sin2 θ

]
κPPρ 4

[
1
4

(
VS0

VP0

)2

sin2 θ − 1
8

sin2 θ − 1
16

]
κPSS −8

[(
VS0

VP0

)3

sin2 θ

]
κPρρ 2

[(
VS0

VP0

)2

sin2 θ −
(
VS0

VP0

)3

sin2 θ

−1
4

(
VS0

VP0

)
sin2 θ − 1

8
sin2 θ − 1

8

]
κPP 2 8

[
13
64

sin2 θ − 1
64

]
κPρ2 2

[
1
2

(
VS0

VP0

)2

sin2 θ − 1
2

(
VS0

VP0

)3

sin2 θ

−1
8

(
VS0

VP0

)
sin2 θ − 1

16
sin2 θ − 1

16

]
κPS2 4

[(
VS0

VP0

)3

sin2 θ

]
κρP 2 4

[
1
8

(
VS0

VP0

)2

sin2 θ − 1
16

sin2 θ − 1
32

]
κSS2 8

[
13
4

(
VS0

VP0

)3

sin2 θ − 2
(
VS0

VP0

)2

sin2 θ

]
κρS2 4

[
2
(
VS0

VP0

)3

sin2 θ − 3
4

(
VS0

VP0

)2

sin2 θ

]
κSP 2

[(
VS0

VP0

)2

sin2 θ

]
κSρ2 2

[
3
4

(
VS0

VP0

)3

sin2 θ + 1
4

(
VS0

VP0

)2

sin2 θ

− 1
16

(
VS0

VP0

)
sin2 θ

]
κρρ2 2

(
VS0

VP0

)2

sin2 θ − 1
2

(
VS0

VP0

)3

sin2 θ

−5
8

(
VS0

VP0

)
sin2 θ − 1

8
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Appendix B

Third order term in ∆RSS

The third order term in difference data in time-lapse AVO in terms of the baseline and

time-lapse perturbations is calculated as:

∆R
(3)
SS(φ) =

1

64

[
5−

(
96
VS0

VP0

+ 63

)
sin2 φ

]
a3
V S +

1

8

[(
3
VP0

VS0

− 4
VS0

VP0

− 16

)
sin2 φ+ 3

]
a3
ρ +

1

4
sin2 φ(aV Pa

2
V S + aV P b

2
V S + bV Pa

2
V S)

+
1

32

[
7−

(
48
VS0

VP0

+ 78

)
sin2 φ

]
(bρa

2
V S + aρa

2
V S + aρb

2
V S)

+
1

64

[
7−

(
160

VS0

VP0

+ 125

)
sin2 φ

]
(bV Sa

2
V S + aV Sb

2
V S)

+
1

8

[(
2
VP0

VS0

+ 8
VS0

VP0

− 35

)
sin2 φ+ 3

]
(bV Sbρaρ + aV Sbρaρ)

+
1

4

[(
2
VS0

VP0

− 1

)
sin2 φ

]
(bV SbV Paρ + bV SaV P bρ + aV PaV Saρ + aV SaV P bρ

+ aV SbV Paρ + bV PaV Sbρ + bV SaV Paρ) +
1

8

[(
VP0

VS0

+ 4
VS0

VP0

−4) sin2 φ
]

(bV Paρbρ + aV Paρbρ) +
1

16

[(
VP0

VS0

+ 4
VS0

VP0

− 4

)
sin2 φ

]
(aV P b

2
ρ + aV Pa

2
ρ + bV Pa

2
ρ) +

1

2

[
VS0

VP0

sin2 φ

]
(bV SaV PaV S + bV P bV SaV S)

+
1

8

[(
5
VP0

VS0

+ 4
VS0

VP0

− 32

)
sin2 φ+ 5

]
(aρb

2
ρ + bρa

2
ρ)

1

16

[
3−

(
16
VS0

VP0

+ 54

)
sin2 φ

]
(bV SaV Saρ + bV SaV Sbρ)

+
1

16

[(
2
VP0

VS0

− 8
VS0

VP0

− 47

)
sin2 φ+ 5

]
(aV Sb

2
ρ + aV Sa

2
ρ + bV Sa

2
ρ)

(B.1)
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Appendix C

Third order term in ∆RPS and ∆RSP

The third order term in difference data in time-lapse AVO in terms of the baseline and

time-lapse perturbations for an incident P-wave and reflected S-wave is calculated as:

∆R
(3)
PS(θ) =

[
−5

8

VS0

VP0

sin θ

]
a3
V S +

[
1

8

(
2
VS0

VP0

− 3

)
sin θ

]
a3
ρ +

[
−3

8

VS0

VP0

sin θ

]
(bV Sa

2
V S + b2

V SaV S) +

[
1

16

(
6
VS0

VP0

− 1

)
sin θ

]
(a2
ρaV S + b2

ρaV S + a2
ρbV S)+[

1

16

(
4
VS0

VP0

− 1

)
sin θ

]
(aρb

2
V S + aρa

2
V S + bρa

2
V S) +

[
1

16

(
2
VS0

VP0

− 1

)
sin θ] (bρa

2
V P + b2

ρaV P + aρb
2
V P + a2

ρbV P + a2
ρaV P + aρa

2
V P )+[

1

8

VS0

VP0

sin θ

]
(b2
V PaV S + a2

V P bV S + a2
V PaV S + bV P bV SaV S + aV P bV SaV S)

+

[
1

8

(
6
VS0

VP0

− 1

)
sin θ

]
(b2
ρaρ + bρa

2
ρ) +

[
1

32

(
2
VS0

VP0

− 1

)
sin θ

]
(aρbV PaV S

+ aρbV P bV S + bρaV PaV S + bρaV P bV S + aρaV PaV S + aρaV P bV S + bρbV PaV S)[
1

4

VS0

VP0

sin θ

]
(bρbV SaV S + aρbV SaV S) +

[
1

2

VS0

VP0

sin θ

]
(bρaρaV S + bρaρbV S)

+

[
3

16

VS0

VP0

sin θ

]
(aV P b

2
V S + aV Pa

2
V S + bV Pa

2
V S)

(C.1)

The third order term in difference data in time-lapse AVO in terms of the baseline and

time-lapse perturbations for an incident S-wave and reflected P-wave is calculated as:
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∆R
(3)
SP (φ) =

[(
3

8

)
VS0

VP0

sinφ

]
a3
V S +

[
1

8

(
10
VS0

VP0

+ 1

)
sinφ

]
(a3
ρ + bV SbρaV S + bV SaρaV S

+ bρa
2
V S + aρa

2
V S + aρb

2
V S) +

[
1

32

(
2
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VP0

− 1

)
sinφ

]
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+

[
1

4

(
6
VS0

VP0

+ 1
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sinφ

]
(aρbρaV S + aρbρbV S) +
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1

16

(
22
VS0

VP0

+ 3
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sinφ
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2
ρ + bV Sa

2
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2
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1

8

(
14
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VP0
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sinφ
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2
ρ + aρb

2
ρ)
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1

16
+(

2
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VP0

− 1
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sinφ

]
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2
ρ + aV P b

2
ρ + aV Pa

2
ρ + a2

V P bρ + a2
V Paρ + b2

V Paρ)

+

[(
5

8

)
VS0

VP0

sinφ

]
(aV Sb

2
V S + bV Sa

2
V S) +

[(
1

8

)
VS0

VP0

sinφ

]
(aV Sb

2
V P + bV Sa

2
V P

+ aV Sa
2
V P + aV SbV SaV P + aV SbV SbV P ) +
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3

16

)
VS0

VP0

sinφ

]
(bV Pa

2
V S + aV P b

2
V S + aV Pa

2
V S)

(C.2)
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