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Abstract

Least-squares reverse time migration (LSRTM) and full waveform inversion (FWI) can both

provide an image of the subsurface. In this thesis, I investigate the connections and differ-

ences between LSRTM and FWI, both in time and frequency domains in acoustic media.

Generally, LSRTM can be treated as the inner loop of the FWI algorithm and solved in the

image domain. Different from FWI, LSRTM uses reflection data and requires an accurate

operator since linearization implies the operator (Born modeling) is independent of the model

(reflectivity). FWI uses diving waves and reflection data and is more robust to velocity er-

rors in the initial model because the operator is itself and changed during the optimization.

Comparing implementations domains, LSRTM in the frequency domain is relatively easier

to formulate than in the time domain. It has the advantage that the wavefield is solved si-

multaneously for many shots. Unfortunately, the frequency domain formulation becomes too

expensive in 3D surveys in terms of memory requirements. Modern implementations of time

domain LSRTM require less computer memory and are more efficient than the frequency

domain for the 3D case. A similar situation happens for the FWI problem. One advantage

of the frequency domain FWI is the easy formulation for the multigrid method. For this

approach, updates of the velocity model start from the low frequency components, which

can correct the model in the first several iterations and make the result more accurate.
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Chapter 1

Introduction

The seismic methods in exploration geophysics often consist of two parts: the forward prob-

lem and the inverse problem. The forward problem is to obtain the seismic wavefields or data

from the wave equation and the earth model parameters. Conversely, getting the geological

structures or the earth model based on the seismic data and wave equations is the inverse

problem. The success of seismic interpretation depends on whether or not we can approx-

imate the true structure from a physical model and effectively solve the inverse problem.

Figure 1.1 shows the relationships between model and data. In the following sections, I will

introduce the forward and inverse problems and commonly used methods for these problems.

Figure 1.1: Forward problem vs. Inverse problem
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1.1 The forward problem

Seismic waves are waves of energy which travel through the earth’s layers and the wavefields

can be recorded by geophones. The wave equation describes how seismic waves travel through

the earth when one has the sources incited on the surface. The seismic waves can be classified

as surface waves, which travel at or near the earth’s surface and body waves, which travel

through the earth. According to the particle motion, there are two types of body waves:

primary waves (P-waves) and secondary waves (S-waves). The waves which are mainly

discussed in the thesis are P-waves, where the particles oscillate in the same direction as

the waves propagate. The forward problem in exploration seismology, as mentioned before,

converts the earth model parameters into seismic data by the wave equation in exploration

seismology. There are many solutions to wave propagation problems and two important

techniques which are used in forward modeling are the finite-difference method and the

finite-element method (Kosloff and Baysal, 1982).

In this thesis, the finite-difference methods are used to solve the forward problem, both

in time and frequency domains. The solutions to wave propagation problems by finite-

difference methods received considerable attention in 1970s (Boore, 1970) and the finite-

difference equation formulation for the equations of elasticity was presented and applied to

the problem of a layered half-space with a buried point source emitting a compressional

pulse (Alterman and Karal Jr, 1968). Alford et al. (1974) discussed the accuracy of finite-

difference modeling of the acoustic wave equation and Virieux developed a simulation of

P-SV wave modes (Virieux, 1986), followed by a fourth-order accurate space, second-order

accurate time, two-dimensional P-SV finite-difference scheme (Levander, 1988). However, al-

though finite-difference method is widely used in seismic wavefield simulation, the accuracy

and stability should be considered carefully. A recipe for stability of finite-difference wave

equation computations is derived in Lines et al. (1999), which provides proper space and

time sampling for the finite-difference computations. Another problem that finite-difference

solutions have is artificial boundary reflections. An absorbing boundary condition is devel-
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oped by Clayton and Engquist (1977), which addresses the wave propagation in a limited

area and described physical behavior in an unbounded domain. Because of their efficiency,

coding simplicity and easy parallelization in decomposition techniques, these schemes are

often developed as time domain methods. Compared with time domain methods, frequency

domain finite-difference methods for inversion in seismic exploration started to develop in

the early 1990’s (Pratt, 1990) but met many difficulties with solving linear systems. For 2D

problems, LU decomposition is an effective method to solve the Helmholtz equation with

multiple sources. Ajo-Franklin provided a detailed formulation of scalar Helmholtz equation

in 2005 (Ajo-Franklin, 2005). In this thesis, I use finite-difference methods to solve the wave

equation for seismic inversion and migration, both in the time and frequency domains.

1.2 The inverse problem

The final goal of seismic surveys is to obtain structures or physical parameters of the sub-

surface consistent with acquired data. Obtaining the structures of subsurface without any

physical parameters is seismic migration and reconstructing earth properties, i.e., wave ve-

locity or density, from seismic data is seismic inversion. The inverse problem has been devel-

oped during the last decades by many applied mathematicians and geophysicists. Claerbout

(1971) proposed a scheme of mapping the reflectors from a single formula involving up and

downgoing waves. Lailly (1983) and Tarantola (1984) recognized that the inverse problem

could be solved iteratively by calculating a gradient obtained by back-propagating the data

residuals and correlating the result with forward-propagated wavefields. This is in fact,

equivalent to migration of the data residuals at each iteration. Seismic waveform inversion

in the frequency domain was started in the 1990s by Pratt (1999). These techniques that

seek to invert seismic data utilizing both phase and amplitude of the seismic traces are

known as full-waveform inversion (FWI). In FWI, a full-wave equation modeling is required

at each iteration and all wave types can be involved (Virieux and Operto, 2009), although

3



often efficiency and robustness require a simplification of the data and modelling operators.

FWI uses steps that are commonly applied in seismic processing/inversion. It can be viewed

as an iterative scheme involving forward modeling, pre-stack migration, impedance inversion

and velocity updating in each iteration (Margrave et al., 2010).

Seismic migration can be divided into two classes, ray based migration and wave equation

based migration. As a wave equation based two-way migration method, reverse time migra-

tion (RTM) was proposed in 1980s, but because of its high computational cost it did not

become practical until after 2000. Because it is a two-way migration method, it represents a

significant improvement over computationally cheaper one way migration algorithms. This

characteristic gives RTM higher accuracy than other methods for imaging of steep dips. Be-

cause of the progress of computational technology, RTM has become nowadays in one of the

most important migration algorithms, in particular for complex structured environments.

In general, migration algorithms can be seen as an approximated inverse for data mod-

elling. In fact, they usually are very similar to what is known as the adjoint operator for

the modelling operator (Claerbout, 1992). During seismic processing and inversion, often

linear operators are used in geophysical modelling calculations to predict data from models.

A common task is to find the inverse of these calculations, i.e., given the observed data, find

a model that can predict these data. For linear operators, it is possible to use iterative algo-

rithms which require forward and adjoint operators to solve the inverse problem (Claerbout,

1992). Although in general these adjoint operators are different from the inverse operators,

often they approximate the inverse quite well and are more stable and faster.

However, because migration methods are only approximations to inverses, they do not

necessarily produce accurate reflectivities, in particular for amplitudes. To compensate these

errors, many complicated weighted schemes are often applied. Alternatively, many migration

algorithms like RTM can be solved by applying a least-squares scheme known as least-squares

migration (LSM). When Born modelling by finite differences is the main engine driving the

forward modelling, LSM becomes least-squares RTM (LSRTM).
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Least-squares migration (LSM) is an alternative to migration that can, potentially, reduce

migration artifacts and improve lateral resolution. It was first proposed by Schuster (1993),

and applied for the first time to a real data set by Nemeth et al. (1999). Since then, much

research has been done on this topic although its application to real data by industry remains

elusive. LSM is often formulated by considering migration as a linear problem, which is a

common approximation in seismic processing if multiple reflections are not considered. This

approach involves a conceptual separation of the velocity model into a background velocity

(keep unchanged during LSM) and a detail velociy variation (reflectivity) which is modified

during the optimization. During iterations, LSM seeks to match the observed data by

predicted them from the reflectivity which is updated at each iteration.

With this somewhat artificial separation of velocities on background and detail, LSM

methods are posed as linear problems. However, strictly speaking, observed data depend

non-linearly on earth parameters. FWI does not use this separation so behaves as a nonlinear

method. Just like LSM, uses all information in the seismogram to get the earth model but

because of its non-linear nature involves complications not seen for LSM. Boths, LSM and

FWI involve the minimization of square objective function for the observed and synthetic

data but their model definitions are different. Both require to find the minimum of an

objective function but they do so with different assumptions. LSM assumes the operator

that predicts the data has no errors and tries to decrease the prediction error (cost function)

by changing the model (reflectivity). FWI assumes the operator that predicts the data

has to be changed to decrease the cost function by modifying the velocities in full. In

both cases, model perturbations (reflectivities and velocities respectively) are calculated by

some optimization algorithm. The interesting link between these two approaches is that the

direction on which corrections have to be applied (gradient) are calculated by migration. In

this thesis, I review the theories of LSM for the particular case of LSRTM and FWI and

compare them to find the relationship and use numerical examples to illustrate the merits

and weakness of each method.
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1.3 Thesis overview

This thesis can be summarized in one figure (Figure 1.2) which will become clear after

the discussions on the different chapters. I compare and implement LSRTM and FWI in

both time and frequency domains. The cross-correlation (I) and deconvolution (Id) imaging

conditions are applied to each RTM scheme with least-squares solutions provided. After

this, I implement FWI in the frequency and time domain respectively.

In chapter 2, I described the finite-difference solution of the wave equation in the time

domain and compare RTM vs LSRTM images using cross-correlation imaging condition. A

conjugate gradient algorithm with forward modelling by time domain Born approximation

and adjoint by time domain RTM is used to obtain the LSRTM results.

In chapter 3, I illustrated the formulations of RTM and LSRTM in the frequency domain.

The impedance matrix can be solved by the lower-upper (LU) decomposition. I derived the

cross-correlating imaging condition in the frequency domain and used the Marmousi model

to test the result.

In chapter 4, I connected LSRTM with FWI in the frequency domain and showed the

equivalence between the gradient of the FWI objective function and the cross-correlating

imaging condition in RTM. Also, I solved LSRTM in the imaging domain based on FWI.

In chapter 5, I gave an example of time domain FWI and compare the two methods of

FWI in different domains using the same experiment setup.

In chapter 6, I derived the cross-correlating, illumination compensation and deconvolution

imaging condition and compared these different imaging conditions in different domains

respectively.
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Inverse Problem
TD LSRTM FD LSRTM FD FWI &LSRTM TD FWI

𝑅 = 𝑠 ⋆ 𝑟	

𝑅' =
𝑠 ⋆ 𝑟
𝑠 ⋆ 𝑠

𝑑 = 𝐿𝑚

𝐽 = 𝑑− 𝐿𝑚
-

𝑚 = 𝐿.𝐿 /0𝐿.𝑑

𝑅 = −𝜔-𝑅𝑆∗

𝑅' =
𝑅𝑆∗

𝑆𝑆∗

𝑑 = 𝐿𝑚

𝐽 = 𝑑− 𝐿𝑚
-

𝑚 = 𝐿.𝐿 /0𝐿.𝑑

𝐽 = 𝑑456 − 𝑑678
-

𝑔 = −𝐻𝑚 = 𝐼

𝑚 = −𝐻/0𝑔

𝐽 = 𝑑456 − 𝑑678
-

Δ𝑚 = −𝐻/0𝑔

𝑚8=0 = 𝑚8 + 𝛼Δ𝑚

Figure 1.2: The roadmap of the thesis.
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Chapter 2

Reverse time migration in the time

domain

2.1 Overview

Reverse time migration (RTM) was introduced in 1980s and is now widely used in seismic

exploration for subsalt imaging of reflectors. As a two-way migration method, it has more

accuracy on reflector amplitudes and imaging of steep flanks. RTM can be implemented

both in the time and frequency domains. In this chapter, I will illustrate the solutions to the

acoustic wave equation in the time domain and discuss the function of the adjoint operator

in migration. The least-squares solution to the RTM in the time domain is shown in the

final section of the chapter.

2.2 Acoustic wave equation and solution

2.2.1 Finite-difference method

Acoustic waves are a special case of seismic waves, which travel with the speed of sound in

the medium. As a kind of longitudinal waves, the particles oscillate along the same direction
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of the propagation. The acoustic wave equation with variable density ρ(x) and bulk modulus

κ(x) in the time domain is

∇ · ( 1

ρ(x)
∇u(x, t;xs))−

1

κ(x)

∂2u(x, t;xs)

∂t2
= −f(x, t;xs) (2.1)

where u(x, t;xs) is the pressure wavefield, with shot index xs, ∇ is the first order spatial

derivative and f(x, t;xs) is the source term. If we change the parameterization to wave

velocity with

v(x) =

√
κ(x)

ρ(x)
, (2.2)

and assume the density is constant, we obtain the 2D acoustic wave equation with constant

density as

∇2u(x, t;xs)−
1

v2(x)

∂2u(x, t;xs)

∂t2
= −f(x, t;xs) (2.3)

where ∇2 = ∇ · ∇ =
∂2

∂x2
+

∂2

∂z2
in 2D case with velocity term v2(x). Based on equation

(2.3), when we know the velocity of the medium and the source function, we can solve for

the pressure wavefield u(x, t;xs). There are many solutions to wave propagation problems

and two important techniques which are used in forward modeling are the finite-difference

method and the finite-element method. Here I use the finite-difference method to solve for

equation (2.3). If we write ∇2 =
∂2

∂x2
+

∂2

∂z2
in equation (2.3) with one shot

∂2u(x, t)

∂x2
+

∂2u(x, t)

∂z2
− 1

v2(x)

∂2u(x, t)

∂t2
= −f(x, t), (2.4)

the two spatial derivatives and the time derivative can be discretized into

∂2u(x, t)

∂x2
=

u(x+∆x, z, t)− 2u(x, z, t) + u(x−∆x, z, t)

∆x2
+O(∆x2) (2.5)
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∂2u(x, t)

∂z2
=

u(x, z +∆z, t)− 2u(x, z, t) + u(x, z −∆z, t)

∆z2
+O(∆z2) (2.6)

∂2u(x, t)

∂t2
=

u(x, z, t+∆t)− 2u(x, z, t) + u(x, z, t−∆t)

∆t2
+O(∆t2) (2.7)

using a 5-point scheme(Figure 2.1) so that the wavefield at the time t+∆t can be computed

by the wavefield at time t and t−∆t. For more accuracies, the spatial derivative can be also

discretized by the 9-point scheme(Figure 2.2):

∂2u(x, t)

∂x2
=

1

12∆x2
[− u(x+ 2∆x, z, t) + 16u(x+∆x, z, t)− 30u(x, z, t)

+ 16u(x−∆x, z, t)− u(x− 2∆x, z, t)] +O(∆x4)

(2.8)

∂2u(x, t)

∂z2
=

1

12∆z2
[− u(x, z + 2∆z, t) + 16u(x, z +∆z, t)− 30u(x, z, t)

+ 16u(x, z −∆z, t)− u(x, z − 2∆z, t)] +O(∆z4).

(2.9)

Figure 2.1: A stencil of 5-point finite-difference scheme

However, the finite-difference operators are only approximations to the partial derivatives

and with the increasing of time, the errors accumulate and produce unstabilities resulting in

amplitudes growing without bound. According to Lines et al. (1999), a criterion for stability
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Figure 2.2: A stencil of 9-point finite-difference scheme

is given by the condition

vmax∆t

h
⩽ 2√

a
(2.10)

where vmax is the maximum velocity of the model, a is the sum of the absolute values of the

weights of the spatial derivatives. For simplicity, it is common to set ∆x = ∆z = h. With

this assumption, the second-order partial derivative in the 2D case using a 5-point scheme

(1,−2, 1) has the following stability condition:

vmax∆t

h
⩽ 2√

2(1 + 2 + 1)
=

√
1

2
, (2.11)

For a 9-point scheme, we obtain:

vmax∆t

h
⩽ 2√

2[ 1
12
(1 + 16 + 30 + 16 + 1)]

=

√
3

8
. (2.12)

Another phenomenon that is common to see in the finite-difference method is dispersion

produced by coarse grid spacing. If the cell size is too large in comparison with the wavelength

of the source, waves will disperse with increasing travel time. Usually, for the second order
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approximation, a minimum of 10 cells are needed for one wavelength, which can be computed

by the wave velocity and the dominant frequency of the wavelet.

2.2.2 Boundary conditions

Boundary conditions are a set of additional constraints for a differential equation. We assume

the Earth as a half space so there are no reflectors at the model boundaries. Therefore, it

is necessary to develop boundary conditions which eliminate the boundary reflections. The

absorbing boundary condition was proposed by Clayton and Engquist (1977) and Engquist

and Majda (1977). Following Yang (2014), in the time domain wavefield simulation in

this thesis I use the sponge absorbing boundary condition, which attenuates the reflections

exponentially in the extended artificial boundary (Cerjan et al., 1985) using the factor

d = exp(−[0.015(nb − i)2]) (2.13)

where d is the decaying factor, nb is the thickness of the sponge boundary and i is the index

of the boundary grids. When i = nb, the grid is in the inner side of the extended artificial

boundary where there is no attenuation of the amplitude and when i = 0, the grid is in the

outer side of the extended artificial boundary and the attenuation reaches maximum. Figure

2.3 shows a scenario with artificial boundaries. A1A2A3A4 is the original model size and

B1B2B3B4 is the extended artificial boundary.

2.2.3 The source function and wavefield examples

A Ricker wavelet can be used as the source term :

f(t) = (1− 2π2fm
2t2)e−π2fm

2t2 (2.14)
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Figure 2.3: The sponge absorbing boundary condition (Yang, 2014)

where t is the time, which can be discretized as a time series and fm is the dominant

frequency of the wavelet. Figure 2.4 is an example of the Ricker wavelet with dominant

frequency fm = 15Hz.

Here is an example of wavefield simulation by the 5-point scheme at t = 0.2s and t = 0.4s.

2.3 Born modeling and RTM

Under the Born approximation, the velocity model can be split into a smooth part v0 and a

singular part δv

v = v0 + δv (2.15)

and correspondingly, the acoustic wavefield can be split as

u = u0 + δu. (2.16)
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Figure 2.4: Ricker wavelet with fm = 15Hz

v0 represents the long-wavelength smooth background velocity model and δv is the short-

wavelength velocity model, which contains the singular features. This short-wavelength

component will produce reflections and contains high resolution features, which is the main

object of LSRTM. By u I denote the wavefield generated by the true model v, and u0 is the

background wavefield generated by the long-wavelength components v0.

Using the Taylor’s expansion, we have

1

v2(x)
=

1

[v0(x) + δv(x)]2
=

1

v20(x)
− 2δv(x)

v30(x)
+O(δv2). (2.17)

If we neglect the higher order term O(δv2), and substitute equations (2.16) and (2.17)

into equation (2.3), we have

[
(

1

v20(x)
− 2δv(x)

v30(x)
)
∂2

∂t2
−∇2

]
[u0(x, t;xs) + δu(x, t;xs)] = f(x, t;xs) (2.18)

Rearranging equation (2.18) and considering that δu(x, t;xs) is weak, we have the incident
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(a) The wavefield at t = 0.2s

(b) The wavefield at t = 0.4s

Figure 2.5: An example of wavefields by 5-point finite-difference scheme

wavefield [
1

v20(x)

∂2

∂t2
−∇2

]
u0(x, t) = f(x, t;xs) (2.19)
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and scattered wavefield

[
1

v20(x)

∂2

∂t2
−∇2

]
δu(x, t) =

2δv(x)

v30(x)

∂2

∂t2
[u0(x, t;xs) + δu(x, t;xs)] (2.20)

where
2δv(x)

v30(x)
represents reflectivity scaled by the background velocity. We can see in this

equation how the scattered wavefield can be obtained by the action of the second time

derivative of the incident wavefield acting on the reflectivity. If we assume δv is small, then

the perturbative wavefield δu generated by δv is also small and the term
2δv(x)

v30(x)

∂2

∂t2
δu(x, t;xs)

on the source side of equation (2.20) is much smaller than
2δv(x)

v30(x)

∂2

∂t2
u0(x, t;xs). Under the

Born approximation, the scattered wavefield is considered very weak. Therefore,

[
1

v20(x)

∂2

∂t2
−∇2

]
δu(x, t) ≈ 2δv(x)

v30(x)

∂2

∂t2
u0(x, t;xs). (2.21)

For the incident wavefield u0, the wavefield is generated by the source f(x, t;xs) in the

background model v0(x) while the source changes to
2δv(x)

v30(x)

∂2

∂t2
u0(x, t;xs) for the scattered

wavefield in the same background model. This process of calculating the perturbative wave-

field δu is Born modeling.

Now let us look at the RTM process. According to Claerbout (1971), reflectors exist at

the points where the first arrival of the downgoing waves is the same as the upgoing waves.

In other words, on a reflector downgoing and upgoing waves are coincident.This is called the

imaging condition. RTM migrates the data by cross-correlating two wavefields at the same

depth level at a given time, one is in the forward recursion and the other one in backward

recursion (Symes, 2007). Therefore, a commonly used imaging condition is

mmig(x) =
∑
ns

∑
nt

d(x, t)u(x, T − t), (2.22)

where ns is the number of shots, nt is the number of time series, d(x, t) is the downgoing

wavefield and u(x, T − t) is the upgoing wavefield. Equation (2.22) represents the cross-
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correlation imaging condition. We will illustrate this using the 2D velocity model in Figure

2.6. The model is discretized using 300 points in the vertical direction and 1000 points in

the lateral. The grid spacing is 8m for both directions. The velocity of the upper layer is

3000m/s and the lower layer is 4000m/s and we assume the density is constant.

Figure 2.6: The 2-layer model

We set 334 receives with spacing 24m and 10 shots with spacing 800m on the surface.

A Ricker wavelet with a dominant frequency fm = 20Hz is used as the source. The RTM

result is shown in Figure 2.7. The reflector is constructed by the cross-correlation of the 2

wavefields, downgoing from the source side and backpropagated upgoing from the receiver

side.

The image suffers from some low frequency artifacts but this can be solved, among other

techniques, by applying a Laplacian filter
∂2

∂x2
+

∂2

∂z2
to the result. This process is described

as

I(x, z) =
∂2I(x, z)

∂x2
+

∂2I(x, z)

∂z2
, (2.23)

where I(x, z) is the image to which we want to apply filtering. The filtered result is shown

in Figure 2.8. We can see that low frequency artifacts are supressed although certainly some
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Figure 2.7: RTM result of 2-layer model

low frequency signal will also be lost. That is why much research is ongoing on the field of

seismic imaging to develop other imaging conditions that can attenuate the low frequency

artifacts without signal loss.

2.4 The least-squares process

The goal of the least-squares scheme is to find a reflectivity model m(x) that can predict

the data with minimum error. In the case of least-squares we use an l2 norm to measure the

size of the prediction error. This error is quantized in a cost function for which we try to

find a minimum.

Before discussing the algorithm we use to find the minimum of the cost function, I will

introduce the adjoint operator which is required. In LSM we use a linear operator to predict

the data from a reflectivity model. The operation adjoint to multiplying by a matrix is

multiplying by the transposed matrix. If a matrix has complex element, the conjugate
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Figure 2.8: RTM result of 2-layer model after Laplacian

transpose is needed (Claerbout, 1992). In mathematical form, an adjoint operation could

be:

y = Bx (2.24)

x̃ = B′y (2.25)

where B′ is the conjugate transpose of B.

We could get the model by solving the inverse operator of this process. However, in

general the inverse of the operator can be difficult to obtain. Fortunately, we could use

adjoint operator to get approximate models. The objective function of LSRTM is

ϕ(m) = ||d− Lm||2 (2.26)

where L is the linear Born modeling operator, which is adjoint to the migration operator.

The workflow for the least-squares scheme is shown in Figure 2.9. The observed data would

generally be obtained by acquisition but in this example are simulated by finite differences
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from the true model. They can be migrated by the RTM operator LT to get the reflectiv-

ity model ∆m. Using the Born modeling operator L, the reflection data is computed. By

iterative minimizing the data residual and stacking all images for every iteration, we pro-

duce the least-squares image. In Figure 2.9, the background model m0, which is usually a

smoothed model, is used to generate forward and backward propagating wavefields during

each iteration. The loop is marked as the red box with a dash line. Table 2.1 shows the first

3 iterations of the least-squares process.

Table 2.1: The least-squares process of the first 3 iteration

m1 = LTd = LTd(I − LLT )0

d1 = Lm1 = LLTd
r1 = d− d1 = (I − LLT )d

m2 = LT r1 = LTd(I − LLT )1

d2 = Lm2 = LLTd(I − LLT )
r2 = r1 − d2 = (I − LLT )2d

m3 = LT r2 = LTd(I − LLT )2

...

The Neumann series is
∑∞

k=0 A
k, where A is a bounded linear operator in the space X

(Schuster, 2017). The Neumann series has the property:

(I − A)−1 =
∞∑
k=0

Ak (2.27)

where I is the identity operator in X. The result of the least-squares algorithm is

m = m1 +m2 +m3 + · · · = LTd
∞∑
k=0

(I − LTL)k. (2.28)

According to the property of Neumann series, this process can be treated asm = (LTL)−1LTd,

which can provide a better result of reflectivity m.

I use the Marmousi model (Versteeg, 1994) and the implementation by Trad (2018)

written in the open source software Madagascar (Fomel et al., 2012), as an example to show

the time domain LSRTM scheme. Figure 2.10 shows the true velocity model. There are
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Figure 2.9: LSRTM work flow in the time domain

351 points in the vertical and 1151 points in the horizontal direction and the grid spacing

is 8m. The velocity ranges from 1500m/s to 5500m/s. I set 384 receivers and 12 shots on

the surface of the ground. The filtered result of RTM is showed in Figure 2.11 and LSRTM

result is in Figure 2.12. After 6 iterations, the resolution is improved in the LSRTM image

and the reflector in more continuous and accurate compared with the RTM result.

2.5 Conclusions

In chapter 2, I show the solution to the wave equation in an acoustic medium with constant

density using the finite-difference method. This is the basic process of implementing the

time domain RTM. After this, I describe the Born modeling and RTM process. RTM uses

data residual as the source and back propagates the data residual and cross-correlates with

the forward propagated source wavefield to get reflectivity. Born modeling uses reflectivity
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Figure 2.10: The marmousi model

to cross-correlate with the source wavefield such that the reflection data can be obtained at

the surface to calculate data residual. I use a flowchart to illustrate this iterative process and

use Marmousi model as the example of LSRTM. The image after the least-square scheme is

improved compared with the RTM result.
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Figure 2.11: The RTM result of Marmousi model

Figure 2.12: The LSRTM result of Marmousi model
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Chapter 3

Reverse time migration in the

frequency domain

3.1 Helmholtz equation and Green’s function

In the frequency domain, the Helmholtz equation is used to solve the forward modeling

problem. For the 2D acoustic case, the wave equation with constant density is:

(
ω2

v2(x)
+∇2

)
u(x, ω;xs) = −f(x, ω;xs), (3.1)

where ω is the angular frequency,∇2 is the Laplacian operator, v(x) is the velocity, u(x, ω;xs)

is the wavefield and f(x, ω;xs) represents the source. When the source is the Dirac delta

function δ(x, ω;xs), equation (3.1) becomes:

(
ω2

v2(x)
+∇2)G(x, ω;xs) = −δ(x, ω;xs), (3.2)

where G(x, ω;xs) is the Green’s function. The Green’s function is the response of a medium

due to a point source with specified initial conditions or boundaries conditions. The Green’s

function can be obtained by:
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G(x, ω;xs) = −(
ω2

v2(x)
+∇2)−1δ(x, ω;xs). (3.3)

This is usually the first step of computing the wavefield u(x, ω;xs). The term (
ω2

v2(x)
+∇2)

contains the information of velocity and density as well as the difference operator and is

called the impedance matrix. Because of the large size of the impedance matrix, the inverse

of this matrix requires large computer resources. The Green’s function can be calculated by

the inverse of the impedance matrix times the point source matrix. The wavefield can be

obtained as

u(x, ω;xs) = G(x, ω;xs)f(x, ω;xs). (3.4)

In my tests, I use the Ricker wavelet as the source term f(x, ω;xs).

3.2 The solution to the Helmholtz equation

To solve equation (3.1), I use frequency domain finite-difference modeling to discretize the

Helmholtz equation with a 5-point 2D square mesh with constant grid spacing on both x

and z direction. i and j represent the horizontal and vertical direction respectively. By

discretizing equation (3.1), we have

ω2

v2
ui,j +

(
ui−1,j − 2ui,j + ui+1,j

∆x2
+

ui,j−1 − 2ui,j + ui,j+1

∆z2

)
= −fi,j (3.5)

where ∆x and ∆z are the grid spacing respectively. FIG. 3.1 shows the element locations

for the 5-point 2D finite-difference stencil.
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Figure 3.1: Symbolic abbreviations for element locations on a 5-point 2D FD stencil (Ajo-
Franklin, 2005)

The coefficients of the 5-point FD method are (Ajo-Franklin, 2005):

Mi,j =
ω2

v2i,j
− 2

(
1

∆x2
+

1

∆z2

)
Ei,j =

1

∆x2

Wi,j =
1

∆x2

Ni,j =
1

∆z2

Si,j =
1

∆z2

(3.6)

To avoid boundary reflections, I use the absorbing boundary condition by Engquist and

Majda (1977)

∂u

∂n
− i

ω

v
u = 0 (3.7)

where n is the direction normal to the boundary. Figure 3.2 shows the boundaries for a 5×5

model. The red dots are the grid of artificial boundaries, and blue dots are the grids inside

the boundaries, whose coefficients are illustrated in equation (3.6).
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Figure 3.2: The artificial boundaries for a 5×5 discrete model

To solve the first order derivative in equation (3.7), I use the form

∂u

∂x
=

ui+1,j − ui,j

∆x
(3.8)

for the horizontal direction and treat the vertical direction similarly. According to equation

(3.7) and (3.8), the discrete form of the absorbing boundary condition for top (j = 1) and

left boundaries (i = 1) are

ui,2 − ui,1

∆z
+ i

ω

vi,1
ui,1 = 0 (3.9)

and

u2,j − u1,j

∆x
+ i

ω

v1,j
u1,j = 0. (3.10)

Therefore, the coefficients at the left boundary (without corner points) are
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Mi,j = −i
ω

vi,j
− 1

∆x

Ei,j =
1

∆x

Wi,j = 0

Ni,j = 0

Si,j = 0

(3.11)

and the top boundary (without corner points) coefficients are

Mi,j = −i
ω

vi,j
− 1

∆z

Ei,j = 0

Wi,j = 0

Ni,j = 0

Si,j =
1

∆z

(3.12)

For the corner points, I sum the two boundaries together to get the coefficients as followed

(take the top left corner for example):

Mi,j = −2i
ω

vi,j
− 1

∆x
− 1

∆z

Ei,j =
1

∆x

Wi,j = 0

Ni,j = 0

Si,j =
1

∆z

(3.13)

Figure 3.3 shows the impedance matrix for a 5 × 5 discrete model and the imaginary

entries are just located in the main diagonal of the impedance matrix. These imaginary

entries are introduced by the absorbing boundary conditions. If the model dimensions are
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Figure 3.3: The impedance matrix for a 5×5 discrete model. The red dots are the points
at the boundaries and blue points represents the inner points in the model.

nx × nz, then the dimension of the impedance matrix is (nx × nz)× (nx × nz) because each

row in the impedance matrix will multiply the wavefield to get the source, which is the wave

equation. The rows of the red dots are the points at the boundaries, and the blue dots

represent the points inside the boundaries. If we use the matrix form to illustrate equation

(3.1),

Au = f (3.14)

the forward modeling can be described as equation (3.14), where A is the impedance matrix

with dimension (nx×nz)×(nx×nz). A is a square matrix and has five diagonals because I use

the 5-point finite-difference. The complex elements are only located in the main diagonal of

the matrix, and they are introduced by the absorbing boundary conditions. u is the wavefield
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matrix with dimension (nx × nz)× ns. ns is the number of shots of the survey. To complete

the data modelling and be able to subtract from the observations, we also need an operator

to extract the data from the wavefield u that I do not show in the equations. On the right

hand side, f is the source matrix with the same dimension as the wavefield. By setting all

sources in one source matrix, it is possible to model all sources simultaneously. This makes

possible to calculate many sources (shots) simultaneously in the frequency domain. This is

an advantage of frequency domain multisource compared to time domain. However, still the

modelling has to be done for each frequency independently. These matrices are all for single

frequency, and when the forward modeling is completed, the wavefield is a 3D matrix with

dimension (nx × nz)× ns × nf , where nf is the number of frequencies.

Figure 3.4 is the amplitude spectrum of a Ricker wavelet in the frequency domain with

a dominant frequency of 15Hz. This wavelet is used as the source in Figure 3.5, which is

an example of wavefields in the frequency domain. The model has 300 × 300 grids with

constant velocity and density. The spacing is 8m for both lateral and vertical directions. A

Ricker wavelet is injected in the center of the model. The two figures are the real parts of

the complex wavefields.

Figure 3.4: The amplitude spectrum of the Ricker wavelet in the frequency domain. fdom =
15Hz
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(a) The wavefield at f = 10Hz

(b) The wavefield at f = 30Hz

Figure 3.5: An example of wavefields in the frequency domain.
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3.3 RTM in the frequency domain

In the time domain, the process of RTM involves cross-correlating two wavefields, one from

the source side and the other one from the receiver side. The wavefield from the receiver

side is time-reversed. The imaging condition (Claerbout, 1971) that I use in this chapter’s

examples is

mmig(x) = −Re

(∑
ω

∑
xs

ω2D(x,xs, ω)U
∗(x,xs, ω)

)

= −Re

(∑
ω

∑
xs

ω2f(x,xs, ω)G(x,xs, ω)G(x,xr, ω)∆d∗(x,xs, ω)

)
.

(3.15)

In this imaging condition, D(x,xs, ω) is the down-going wavefield and U∗(x,xs, ω) is the

up-going wavefield, where ∗ means complex conjugate. The down-going wavefield can be

obtained by the multiplication of source function f(x,xs, ω) and source side Green’s function

G(x,xs, ω) while the up-going wavefield is the result of complex conjugate of the data residual

∆d∗(x,xs, ω) multiplied by the receiver side Green’s function G(x,xr, ω).

Computational complexity

The computational complexity is the amount of resources required for running the algorithm.

This varies between the time and frequency domain methods and also 2D and 3D cases.

We assume the model’s dimension is n2 in the 2D case and n3 in the 3D case. In the

frequency domain, because of the lower-upper (LU) decomposition of the impedance matrix,

the complexity of forward modeling is O(nfn
3) in 2D (Mulder and Plessix, 2004) and O(nfn

6)

in 3D (Knibbe et al., 2014). For the time domain cases, the complexity becomes O(nsntn
2)

in 2D and O(nsntn
3) in 3D, respectively. Table 3.1 summarizes the complexity of each

situations. When ns is large, the frequency domains methods are preferred in 2D surveys.
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However, for the 3D surveys, the computation cost is as large as nfn
6 in the frequency

domain, which makes it expensive to achieve, while the cost in the time domain is still

affordable, nsntn
3. This has been always a major obstacle for frequency domain use in 3D

migrations and FWI.

Table 3.1: Computational complexity of the time and frequency methods in different dimen-
sions

Method 2D 3D

Frequency domain O(nfn
3) O(nfn

6)

Time domain O(nsntn
2) O(nsntn

3)

Figure 3.6: The 2-layer model used in the test

Figure 3.6 is an example of the model used in migration. The dimensions of the model

are 1000 × 300 and grid spacing is 8m. The velocity of the upper layer is 3000m/s and the

lower layer is 4000m/s in the true model. Figure 3.7 is the example of source and receiver

wavefields at different frequencies for the layered model with one source and 334 receivers

at the surface of the model. By cross-correlating (a) with (b) and (c) with (d), the RTM

images are obtained for f = 3Hz and f = 20Hz.

33



(a) The source wavefield at f = 3Hz (b) The receiver wavefield at f = 3Hz

(c) The source wavefield at f = 20Hz (d) The receiver wavefield at f = 20Hz

Figure 3.7: The example of source and receiver wavefields at different frequencies for a
horizontal layered model.

Figure 3.8 is the RTM result of the horizontal reflector model with 10 shots and a Ricker

wavelet with fdom = 15Hz as the source. Because of the band-limited frequency source, there

is ringing Gibb’s artifact in the image, especially under the horizontal reflector.

Figure 3.9 shows a section of the Marmousi model. Figure 3.9 (b) is the background

model which is generated by applying a Gaussian smoother to the true model. The RTM

result is shown in Figure 3.10 (a). Compared to the time domain result, the reflectors are

more continuous but less sensitive to the small impedance contrast.

Figure 3.11 is the RTM result of the Marmousi model with different frequency intervals.

The quality of the images is improved by reducing the frequency intervals, and the best
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Figure 3.8: The RTM result of the horizontal reflector model.

result is ∆f = 0.1Hz. When reducing the frequency interval, we are applying a zero-padding

to the signal in the time domain. To understand this, we start from the equation of Nyquist

frequency:

fN =
1

2∆t
, (3.16)

where fN is Nyquist frequency of the signal and ∆t is the sampling interval in the time

domain. The frequency interval after discrete Fourier transform is:

∆f =
fN
N/2

=
1

N∆t
, (3.17)

where N is the number of sampling points in the time domain. When reducing ∆f , N

increases, which is equivalent to applying zero-padding in the time domain. Since the cross-

correlation process is applied in the frequency domain (circular cross-correlation), extra

padding is required compared to the time domain. This translates in another disadvantage
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of the frequency domain RTM, since the computational cost increases significantly when the

finer frequency slices is set. The computation time is linear to the number of frequency slices,

e.g. ∆f = 0.1Hz is 10 times longer than ∆f = 1Hz.

(a) The true Marmousi model

(b) The background Marmousi model

Figure 3.9: The true and background model of Marmousi.
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(a) RTM result in frequency domain

(b) RTM result in time domain

Figure 3.10: The RTM result of the Marmousi model.
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(a) RTM result of Marmousi with ∆f = 1Hz (b) RTM result of Marmousi with ∆f = 0.5Hz

(c) RTM result of Marmousi with ∆f = 0.33Hz (d) RTM result of Marmousi with ∆f = 0.1Hz

Figure 3.11: The RTM result of the Marmousi model with different frequency intervals.

3.4 Conclusions

In this chapter, I illustrate the process of RTM in the frequency domain. The finite-difference

method is used to solve for the Helmholtz equation in the frequency domain, multiple sources

can be simultaneously migrated in the matrix form. The wavefield for each shot can be

obtained by the inverse of the impedance matrix times the source matrix. This makes the

modeling in the frequency domain more efficient than that in the time domain when there are

many sources. RTM in the frequency domain is very similar to the time domain. The cross-

correlating imaging condition changes to matrix multiplication in the frequency domain.
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However, the frequency method suffers from a considerable computation cost and requires

large memory in 3D surveys because of the need to invert a large size of the impedance

matrix. Also, using finer frequency intervals is required to achieve equivalent image quality

compared to the time domain, but this increases the computational cost significantly.
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Chapter 4

Frequency domain full waveform

inversion and least-squares reverse

time migration

4.1 Introduction

In LSRTM, linear operators are used in geophysical modeling calculations that predict data

from models. A common task is to find the inverse of these calculations, i.e., given the

observed data, find a model that can predict these data. For linear operators, it is possible

to use iterative algorithms which require forward and adjoint operators to solve the inverse

problem (Claerbout, 1992). Similar to LSRTM, FWI also involves minimizing the misfit

function between observed data and synthetic data (Virieux and Operto, 2009). Usually,

FWI problems can be solved by a two-loop algorithm: the inner loop is to iteratively solve

for the model perturbation and the outer loop is to update the current model and compute

the synthetic data to get the new residual. The inner loop can be treated as the LSRTM

problem (Chen and Sacchi, 2018). In fact, the gradient of the objective function can be

proved to be equivalent to the image condition of RTM. Therefore, the optimization of
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the gradient is a way to implement LSRTM. By the Gauss-Newton approximation, using

truncated Newtons method is a good way to solve this problem. The Hessian-vector product

is calculated in each iteration in a matrix-free form and the gradient of the objective function

is solved by a conjugate gradient algorithm (Pan et al., 2017). The examples shown in this

chapter were simulated with modified Matlab software originally developed by Wenyong Pan

(Pan, 2017).

4.2 The formulation of FWI

I will start from the objective function of frequency domain FWI:

J(m) =
1

2

∑
nω

∑
ns

∥dobs(xs, ω)− dsyn(m,xs, ω)∥2 =
1

2

∑
nω

∑
ns

∥δd(m,xs, ω)∥2, (4.1)

where dobs is the observed data, dsyn = Ru is the synthetic data in which R is the extraction

operator and u is the wavefield. The dimensions of the data are nr× ns× nf where nr and

ns are the number of receivers and sources respectively, and nf is the number of frequency

slices.

4.2.1 The gradient

The squared data residual in equation (4.1) can be expanded as

∥δd∥2 = (dobs − dsyn)
T (dobs − dsyn)

∗

= dTobsd
∗
obs − dTobsd

∗
syn − dTsynd

∗
obs + dTsynd

∗
syn,

(4.2)

where ∗ means complex conjugate and T means transpose. Inserting equation (4.2) into

equation (4.1) and taking derivative of equation (4.1) with respect to m, we have
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g =
∂J(m)

∂m

= −1

2
(−dTobs

∂d∗syn
∂m

− d∗obs
∂dTsyn
∂m

+ d∗syn
∂dTsyn
∂m

+ dTsyn
∂d∗syn
∂m

)

= −1

2

(
(dsyn − dobs)

T
∂d∗syn
∂m

+ (dsyn − dobs)
∗∂d

T
syn

∂m

)
,

(4.3)

Because

Z + Z∗ = ReZ + iImZ +ReZ − iImZ = 2ReZ, (4.4)

we can rewrite the gradient as:

g = −
∑
nω

Re

(
∂dTsyn
∂m

δd∗

)

= −
∑
nω

Re

(
∂dsyn
∂m

δd†
) (4.5)

The term
∂dTsyn
∂m

represents the Fréchet derivative and δd† is the conjugate transpose of the

data residual. To derive the complete form of the Fréchet derivative, we write the acoustic

wave equation in the matrix form:

A(m,ω)u(m,xs, ω) = f(xs, ω) (4.6)

A(m,ω) =
(
ω2m(x) +∇2

)
(4.7)

where A(m,ω) is the impedance matrix.

Taking the derivative on each side of the equation (4.6) with respect to the model pa-

rameter m and putting one term in the other side of the equation, we have

A(m,ω)
∂u(m,xs, ω)

∂m
= −∂A(m,ω)

∂m
u(m,xs, ω). (4.8)

This equation shows that the Fréchet derivative can be obtained by solving equation (4.8)
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with a virtual source term

fv = −∂A(m,ω)

∂m
u(m,xs, ω) (4.9)

Therefore, the Fréchet derivative can be written as

∂u(m,xs, ω)

∂m
= −A−1(m,ω)

∂A(m,ω)

∂m
u(m,xs, ω)

= −G(x, ω)ω2G(x, ω)f(xs, ω),

(4.10)

where f(xs, ω) is the source term in equation (4.6), and
∂A(m,ω)

∂m
= ω2. Because dsyn = Ru

and R is a real-valued operator which is independent of the model m, the gradient of the

FWI objective function is

g = −Re

(∑
nω

∑
ns

∂dTsyn
∂m

δd∗

)

= −Re

(∑
nω

∑
ns

RT ∂u
T (m,xs, ω)

∂m
δd∗

)

= Re

(∑
nω

∑
ns

ω2RTGT (x, ω)GT (x, ω)fT (xs, ω)δd
∗

)
.

(4.11)

If we take the derivative of the transpose of the wavefield u(m,xs, ω) with respect to

m and substitute the result into equation (4.5), the matrix form of equation (4.11) can be

formed as:

g = −Re

(∑
nω

∑
ns

RT

(
−A−1(m,ω)

∂A(m,ω)

∂m
u(m,xs, ω)

)T

δd∗

)

= Re

(∑
nω

∑
ns

(
u(m,xs, ω)

T

(
∂A(m,ω)

∂m

)T

(A−1(m,ω))TRT δd∗

))
.

(4.12)

The conjugate of the data residual in the frequency domain is equal to the data time reversed

in time domain and the data residual is back projected to the whole space using the operator

RT , before it is propagated back to the subsurface by the term (A−1(m,ω))T . Since only the
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real part is considered in the gradient computation, by using the adjoint impedance matrix,

we have

g = Re

(∑
nω

∑
ns

(
u(m,xs, ω)

†
(
∂A(m,ω)

∂m

)†

(A−1(m,ω))†R†δd

))
, (4.13)

where we keep

(
∂A(m,ω)

∂m

)†

for different parameterization. Therefore, we have the matrix

form of gradient computation.

Now with the gradient equation, we are able to use the steepest decent method to update

the initial model in a FWI problem. However, the gradient-based method only accounts

for the first-order scattered data, which will cause severe faults when the data contains

second-order scattered data . In this situation, the second-ordered derivative of the objective

function (Hessian) can alleviate this problem (Geng et al., 2017). As we will see in the next

section, this requires the Newton-based method to be applied in the model perturbation

computation.

4.2.2 The Hessian

The expanded the objective function of FWI in Taylor series is

J(m+ δm) = J(m) + δmTg +
1

2
δmTHδm+ ... (4.14)

where H =
∂J2(m)

∂m2
represents the second derivative of the objective function. When reach-

ing the minimum of the misfit function, and neglecting the higher order terms,

J(m+ δm)− J(m) ≈ δmTg +
1

2
δmTHδm = 0. (4.15)

Because the Hessian is an extremely large and dense matrix for large scale inverse problem

and has a large computation cost, many approximations have been developed over the years.
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If the model dimension is M×N , the Hessian will be a MN×MN symmetric square matrix

(MN means M × N). In the following section, I will derive the full Hessian by taking the

second derivative of the FWI’s objective function.

Recall the objective function of FWI:

J(m) =
1

2

∑
nω

∑
ns

∥dobs(xs, ω)− dsyn(m,xs, ω)∥2

=
1

2

∑
nω

∑
ns

(dobs −Ru)(dobs −Ru)†.

(4.16)

Take the first order partial derivative with m of the objective function

∂J(m)

∂m
=

1

2

∑
nω

∑
ns

(
−R

∂u

∂m
(dobs −Ru)† + (dobs −Ru)(−R†∂u

†

∂m
)

)
(4.17)

and the second order derivative is

∂J2(m)

∂m2
=

1

2

∑
nω

∑
ns

(−R
∂2u

∂m2
(dobs −Ru)† +

∂u

∂m
RR†∂u

†

∂m

+
∂u

∂m
RR†∂u

†

∂m
−R†∂

2u†

∂m2
(dobs −Ru))

(4.18)

Take the real part of equation (4.18), the full Hessian is

H(m) = Re

(
∂J2(m)

∂m2

)
= B(m) + C(m) (4.19)

where

B(m) = Re

(∑
nω

∑
ns

∂u

∂m
RR†∂u

†

∂m

)
, (4.20)

C(m) = Re

(∑
nω

∑
ns

R†(Ru− dobs)
∂2u

∂m2

)
. (4.21)

C(m) is the multiplication of the data residuals and the second-order derivative of the wave-

field, which works in suppressing the second-order scattering effect in the gradient (Métivier

et al., 2013). This term is small when the initial model is close to the true model. The
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matrix B(m) is known as the Gauss-Newton approximation of the Hessian operator when

the expression C(m) is neglected.

4.2.3 Optimization methods

There are many ways of solving equation (4.1). All these optimizing methods are itera-

tive, which start with an initial guess of the model m, get the model updates, update the

model until the objective function reaches its minimum. The most common methods are the

steepest descent method, Newton’s methods and the conjugate gradient method.

Steepest descent method

In the steepest descent method, the inverse of the Hessian matrix H−1 is treated as an

identity matrix so that the searching direction is equal to the negative gradient:

∆m = −g. (4.22)

The model can be updated as:

mk+1 = mk + α∆mk (4.23)

where α is the step length. We can use the Wolfe conditions or the Goldstein conditions to

decide the step length (Nocedal and Wright, 2006). This method is computationally cheaper

than the Newton’s method but suffers from slow convergence. We may wish to start iterating

with steepest descent.

Newton’s methods

Different from the steepest gradient method, the searching direction in Newton’s methods

is:

∆m = −H−1g. (4.24)
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For the full-Newton’s method, both components of the Hessian in equations (4.20) and

(4.21) are included. For the Gauss-Newton’s method, only the single scattering term in

equation (4.20) is included. Compared with the steepest descent method, Newton’s methods

use the second derivative (the Hessian) to improve the convergence speed. However, for a

large-scale problem, the computation cost is considerable in calculating the inverse of the

Hessian matrix. An alternative to the Newton’s method, which uses much less memory is

the truncated Newton’s method which uses Hessian vector products to solve for the search

direction. This method reduces the computational cost largely. For nonlinear problems, we

may choose to iterate with a hybrid method that uses a combination of steepest descent and

Gauss-Newton method.

Conjugate gradient method

The linear conjugate gradient (CG) method was proposed in 1950s (Hestenes and Stiefel,

1952) to solve a linear system Ax = b. In the FWI problem, the CG method can be applied

to the linear problem H∆m = −g to obtain the search direction ∆m. This can be the inner-

loop of the FWI algorithm. The advantage of the CG method compared to the steepest

descent explained earlier is that, with a very minor addition of memory and computation

time, it converges faster when the cost functions have narrow valleys. At difference of the

steepest descent method that follows directly the residual direction on each step (greedy

algorithm), the CG method uses a gradient that is a combination of previous residuals steps.

4.2.4 Workflow and examples

Figure 4.1 shows the workflow for a common FWI problem. The FWI problem starts with

an initial guess of the model. By using the finite-difference method, the synthetic data are

calculated and then the data residual is obtained. From the data residual, we can compute

the gradient of the objective function. The searching direction varies with different methods

used in the optimization process. This is usually the internal loop of the algorithm. After
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the searching direction is computed, we can calculate the step length to decide how much

the model goes from this direction and update the model. This is the outer loop of the

algorithm.

Figure 4.1: The workflow for a common FWI problem.

Figure 4.2 shows the resampled Marmousi. A smoothed model is obtained by a Gaussian

smoother, which is shown in Figure 4.3. Figure 4.4 is the result after 10 iterations.

4.3 FWI-based least-squares reverse time migration

In this section, I will illustrate a method of FWI-based least-squares reverse time migration

in the 2D acoustic constant density case. I will show the equivalence between the gradient of

FWI objective function and the cross-correlation imaging condition. Usually, FWI is a two-

loop algorithm. The outer loop is to calculate the step length and uses the searching direction

to update the model iteratively. The inner loop is to calculate the searching direction based
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Figure 4.2: The resampled Marmousi model of the FWI problem.

on the gradient. The truncated Newton’s method solves for a search direction, using a linear

relationship between the gradient g, the Hessian H and the searching direction ∆m. We can

use the conjugate gradient method to solve for the searching direction iteratively, which is

the result of FWI-based LSRTM in the frequency domain.

4.3.1 Theory

The gradient of the FWI objective function is:

g = Re

(∑
nω

∑
ns

ω2G(x, ω)G(x, ω)f(xs, ω)δd
∗

)
, (4.25)

which is equal to the cross-correlation imaging condition (3.15) in the frequency domain.

Recall the cross-correlation imaging condition in the time domain:

mmig(x) =
∑
ns

∑
nt

d(x, t)u(x, T − t). (4.26)
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Figure 4.3: The initial Marmousi model of the FWI problem.

The source wavefield is the element-wise multiplication between the source side Green’s

function and the source function while the receiver side wavefield is the conjugate data

residual multiply the Green’s function in the receiver side. Except for the frequency weights

in the gradient, the two imaging conditions are equivalent.

When the truncated Newton’s method is used, a linear equation connects the gradi-

ent, Hessian and model perturbation. Starting from this equation, we formulate the linear

relationship:

H∆m = −g. (4.27)

Based on this, the objective function of FWI-based LSRTM in the image domain is

Φ(∆m) =
1

2

∑
nω

∑
ns

∥g +H∆m∥2. (4.28)

Substituting equation (4.10) into (4.20), the Hessian vector product using the Gauss-Newton
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Figure 4.4: The result of FWI after 10 iterations.

approximation is

H∆m = u
∂A(m,ω)

∂m
A−1(m,ω)RR†(A−1(m,ω))†

(
∂A(m,ω)

∂m

)†

u†∆m (4.29)

Note that there is a derivative term
∂A(m,ω)

∂m
in the Hessian and this term changes with

different parameterizations. Recall the equation of the impedance matrix A(m,ω):

A(m,ω) =
(
ω2m(x) +∇2

)
, (4.30)

where m(x) = 1/v2(x) when the density is constant in the acoustic medium. If we take the

derivative with respect to the variable m(x), then the derivative is ω2. However, in FWI,

if we try to solve the searching direction to update the velocity model v(x), then the chain

rule should be applied to the derivative equation. In this case,
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∂A(m,ω)

∂v
=

∂A(m,ω)

∂m

∂m

∂v
= − 2

v3(x)

∂A(m,ω)

∂m
, (4.31)

which means that the result would contain the information of the initial model. This explains

the significant improvement in quality compared to the previous results in the time domain,

as we will see in the numerical examples. However, it also means that this method will

contain significant information that was put in through the velocity model. In practice, the

smoother the velocity model, the less difference would be with the other methods.

Because of the large computational cost to solve for H−1, we use the conjugate gradient

method to get ∆m iteratively. A typical conjugate gradient algorithm to solve linear system

Ax = b is in Table 4.1:

Table 4.1: The algorithm of the conjugate gradient method

r0 = b− Ax0

p0 = r0
if r0 is sufficiently small, then return x0 as the result
k = 0

repeat

αk =
rTk rk
pTkApk

xk+1 = xk + αkpk
rk+1 = rk − αkApk
if rk+1 is sufficiently small, then exit loop

βk =
rTk+1rk+1

rTk rk
pk+1 = rk+1 + βkpk
k = k + 1
end repeat

return xk+1 as the result

Figure 4.5 is the workflow of the FWI-based LSRTM. Similar to the algorithm of FWI,

it starts with the computation of the forward modeling and the data residual. By using the

truncated Newton’s method, the searching direction ∆m is solved by the conjugate gradient

method. Different from FWI, in LSRTM the initial model is not updated.
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Figure 4.5: The workflow of the FWI-based LSRTM.

4.3.2 Numerical examples

Figure 4.6 and 4.7 show a similar example of the Marmousi model previously shown in

Chapter 3. The reflectors are better imaged in the strong impedance contrast parts of the

model. After applied least-squares scheme,, the image is more balanced than the pure RTM,

but the improvement is limited.

4.4 Conclusions

In this chapter, I derived the gradient and the Hessian of the objective function in a common

FWI problem and prove the equivalence between the gradient and the cross-correlation

imaging condition in LSRTM. The inner loop of FWI to solve for the searching directions
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Figure 4.6: RTM for the Marmousi model. Results are better than previous methods,
but as explained in the text, the imaging condition contains information about the velocity
model.

can be treated as a LSRTM problem. By using the truncated Newton’s method, the linear

relationship between the gradient, the Hessian and the searching direction can be solved by

the conjugate gradient method.
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Figure 4.7: FWI-based LSRTM for the Marmousi model. Similar comments as for the
previous figure apply here.
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Chapter 5

Full waveform inversion in the time

domain

In the previous sections, I illustrated the formulations of time domain RTM, frequency

domain RTM and frequency domain FWI. To make this thesis complete, I will briefly discuss

the time domain FWI in this chapter. For the examples and discussions, I follow Yang (2014)

and his implementation in the open source software Madagascar (Fomel et al., 2012).

5.1 Theory

FWI in the time domain involves the following steps (Yang et al., 2015): (1) generate syn-

thetic wavefields via finite difference method and calculate the residual data, (2) reconstruct

the source wavefields and back propagate the data residual to calculate the gradient, (3)

calculate the searching direction using the conjugate gradient method and the step length,

update the initial model and (4) redo (1)-(3) until the updated model is accepted.

The wavefield construction can be achieved by the finite-difference scheme. The forward

wavefield at time step n+ 1 is

pn+1 = 2pn − pn−1 +∆t2v2Lpn +∆t2fn (5.1)
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and the backward wavefield at time step n− 1 is

pn−1 = 2pn − pn+1 +∆t2v2Lpn +∆t2fn. (5.2)

L is the Laplacian operator and fn is the source. The source term changes according whether

the wavefield is forward or backward propagated. When the wavefield is propagated forward,

fn can be set as a wavelet. Conversely, fn represents the data residual when the wavefield is

propagated backward. Strictly speaking from the physical point of view, the source should be

injected (added) to the wavefield, while the data residuals should be equated to the wavefield.

The reason is that the source wavefield is energy added, while the residual data are observed

points. In reality, there are many different arguments and implementations that blurs this

distinction. For example, when implementing the adjoint operator, the residual wavefield is

added instead of equated.

Same as the FWI in the frequency domain, time domain FWI minimizes the difference

between observed data and synthetic data:

Φ(m) =
1

2

∑
ng

∑
ns

∑
nt

||psyn(m,xs, xg, t)− pobs(xs, xg, t)||2. (5.3)

The Taylor’s expansion of the objective function is

Φ(m+ α∆m) = Φ(m) + α∆mTg +
1

2
α2∆mTH∆m+ ... (5.4)

where ∆m is the model update during each iteration, g and H are the first and second order

derivatives of the objective function respectively. For the gradient based method, the model

is updated by

mk+1 = mk + α∆mk. (5.5)
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For the descent direction ∆m, we set

∆mk =

 −g k = 0

−g + βk∆mk−1 k ≥ 1
(5.6)

There are many different ways to calculate βk, here I list four best known formulas which

are named after their developers:

• Hestenes-Stiefel:

βHS
k = − gT (gk − gk−1)

∆mT
k−1 (gk − gk−1)

(5.7)

• FletcherReeves:

βFR
k =

gTk gk
gTk−1gk−1

(5.8)

• PolakRibire:

βPR
k =

gTk (gk − gk−1)

gTk−1gk−1

(5.9)

• DaiYuan:

βDY
k = − gTk gk

∆mT
k−1 (gk − gk−1)

(5.10)

The first derivative of the objective function is

g = Re

∑
ng

∑
ns

∑
nt

(
∂psyn(m,xs, xg, t)

∂m

)∗

∆p(xs, xg, t)


= Re

∑
ng

∑
ns

∑
nt

(
∂2psyn(m,xs, xg, t)

∂t2
2

v3(x)

)∗

(G (xr, x,−t)⋆∆p(xs, xg, t))

 (5.11)

where ∗ represents conjugation and ⋆ is convolution .
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Comparing the gradient equation in the frequency domain,

g = Re

(∑
nω

∑
ns

(
u(m,xs, ω)

†
(
∂A(m,ω)

∂m

)†

(A−1(m,ω))†R†δd

))
(5.12)

the second derivative with respect to time is −ω2 in the frequency domain which is contained

in the term
∂A(m,ω)

∂m
. Also, if we write this term in velocity

∂A(m,ω)

∂v
, the term

2

v3(x)
will

also appear in the frequency equation. In equation (5.11), G (xr, x,−t)⋆∆p(xs, xg, t) is the

time-reversed wavefield using the data residual as the source. In equation (5.12), this term

becomes the multiplication of the inverse of the impedance matrix A−1(m,ω) (the Green’s

function) and the data residual δd. Therefore, the gradient of the objective function in the

time and frequency domain are equal.

Cycle skipping artifacts

FWI minimizes the differences between the observed data and synthetic data. When the

initial model is not accurate, FWI will suffer from cycle skipping artifacts because of the

oscillations of the seismic data (Warner and Guasch, 2014). Figure 5.1 (Virieux and Operto,

2009) is the schematic of cycle skipping artifacts in FWI. When the time difference is larger

than T/2, the nth period of the synthetic data (the dash curve above) will fit the (n − 1)th

period of the observed data (the soild curve in the middle), which causes erroneous result.

The dash curve below illustrates the scenario when the misfit is less than T/2. Cycle skipping

is more likely to happen in time domain FWI because of the more difficult implementation

required to apply the multigrid approach. With the multigrid method, the long-wavelength

components of the model are updated first, moving to the short-wavelength components

gradually as the current model becomes closer to the global minimum (true model). For the

frequency domain FWI this approach arises naturally, while for the time domain it requires

to bandpass the data and re-start the inversion again for each frequency band chosen.
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Figure 5.1: The cycle skipping artifacts in FWI problem. This is Figure 7 of Virieux and
Operto (2009)

5.2 Numerical examples

In this section, I will show an example of time domain FWI using nonlinear conjugate gradi-

ent method to calculate the searching direction and update the model iteratively. Similarly

to the previous examples, I use a resampled version of the Marmousi model as the true model,

which shown in Figure 5.2. Figure 5.3 shows the initial model used in the time domain FWI.

The model is obtained by applying a triangle filter in both horizontal and vertical directions.

I set seven shots on the surface of the model of which four are shown in Figure 5.4. FWI

results after 5, 10, 30 and 50 iterations are shown in Figure 5.5. Results clearly improve

with iterations but after 50 iterations this improvement becomes too small to notice. This is

also reflected in the misfit curve (Figure 5.6). Figure 5.7 is a comparison between time and

frequency domain FWI using the same parameters. The frequency domain result contains

more information in the deeper sections, because the velocity model can be updated from
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long wavelength to short wavelength components and the cycle skipping artifacts can be

mitigated.

Figure 5.2: The true Marmousi model used in the time domain FWI. The dimensions are
288× 94. The true model is smoothed slightly by a triangle filter.

5.3 Conclusions

In this chapter, I illustrate the algorithm of the time domain FWI using nonlinear conjugate

gradient method to calculate the searching direction. I show that the gradient computation

in the time and frequency domain are equivalent. Different from the frequency domain

method, the gradient in the time domain is calculated shot by shot. Because the wavefields

are not saved for each shot, the memory required in the time domain is usually less than

that in the frequency domain. However, the calculation time is linear with the number

of shots, differently from the frequency domain where there is a computation saving when

solving simultaneously for several shots. In practice, FWI in the frequency domain is more

efficient than in the time domain only for 2D surveys. In 3D data, the cost of the solution

of Helmholtz equation is too large for its use in industrial settings.
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Figure 5.3: The initial Marmousi model used in the time domain FWI. The model is obtained
by applying the triangle filtering in both horizontal and vertical directions.

Figure 5.4: Four of the seven shots records used for the FWI example (arbitrarily chosen).
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Figure 5.5: The velocity model updates at 5, 10, 30 and 50 iterations.

Figure 5.6: The misfit curve of the objective function.
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Figure 5.7: The comparison of time and frequency domain FWI using the same parameters.
The frequency domain result contains more information of the deeper layers.
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Chapter 6

The comparisons of different imaging

conditions

6.1 Theory

The goal of migration is to image the reflectors’ locations as deduced from seismic data.

Imaging condition is the connection between the wavefields and the reflectors.

The imaging of the reflectors was first proposed by Hagedoorn (1954). Claerbout used

deconvolution between downgoing and upgoing wavefields in the one dimensional case. This

is because reflectors exist at points in the ground where the first arrival of the downgoing

wave is time coincident with an up-going wave (Claerbout, 1971). This can be expressed as:

R(x, z) =
∑
ns

g(x, z = f(t))

s(x, z = f(t))
, (6.1)

where x and z represent horizontal and vertical coordinates respectively, R(x, z) is the reflec-

tivity, g(x, z = f(t)) is the upgoing wavefield and s(x, z = f(t)) is the downgoing wavefield.

The time coordinate appears in the wavefield expressions just as an argument for the depth.

That is because the reflectors at different depths are reached through propagation in time.

Since this distinction adds cluttering to the equations, I will in general refer to the wavefields
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as s(x, z, t) and g(s, z, t).

This division is clearly unstable for positions in the subsurface where the downgoing

wavefield is small, that is for deeper reflectors where illumination is weak. The image is

usually obtained by the zero-lag cross-correlation imaging condition with summation over

shots and time:

R(x, z) =
∑
ns

g(x, z, t) ⋆ s(x, z, t), (6.2)

where ⋆ represents the cross-correlation. For LSRTM in the time domain, a different imaging

condition formulation, which resembles the FWI gradient, is more convenient (Trad, 2018).

Because the Born modeling formulation has a term
∂2u0

∂t2
as a source (equation 2.21), to

make the operator adjoint, we also use the second derivative in the source wavefield of the

imaging condition, which is

R(x, z) =
∑
ns

g(x, z, t) ⋆ s̈(x, z, t). (6.3)

In the frequency domain, the cross-correlation becomes a multiplication:

R(x, z) =
∑
ns

∑
nω

S∗(x, z, ω)G(x, z, ω). (6.4)

∗ denotes the complex conjugate.

In LSRTM, the inverse of the Hessian matrix (LTL) is solved by an iterative scheme

(Figure 2.9). Because the Hessian contains illumination information, the image resolution is

usually improved when a least-squares scheme is used to calculate the reflectivity. However,

as discussed before, the large computational cost of LSRTM often prevents its application. A

simpler and computationally cheaper way of approximating the inverse Hessian is to use the

source auto-correlation in the denominator to compensate for differences of source energy at

different locations (Trad, 2018). This gives a deconvolution imaging condition:
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Rd(x, z) =
∑
nω

∑
ns
S∗(x, z, ω)G(x, z, ω)∑

ns
S∗(x, z, ω)S(x, z, ω)

. (6.5)

To make this deconvolution imaging condition stable for frequencies where the source is weak,

we can add a small value ϵ in the denominator (also known as Tikhonov’s regularization):

Rd(x, z) =
∑
nω

∑
ns
S∗(x, z, ω)G(x, z, ω)∑

ns
S∗(x, z, ω)S(x, z, ω) + ϵ

. (6.6)

In the time domain, an illumination compensation imaging condition which resembles de-

convolution imaging condition is:

R(x, z) =
∑
ns

g(x, z, t) ⋆ s(x, z, t)∑
ns
s(x, z, t) ⋆ s(x, z, t)

. (6.7)

Although the deconvolution imaging condition is important for illumination compensa-

tion and improves resolution, cross-correlation imaging condition is commonly used instead

because amplitudes have many other sources of error, like attenuation and scattering which

are rarely corrected for. Also, the computation cost is reduced using cross-correlation. In the

following section, I will show examples to compare the cross-correlation and deconvolution

imaging conditions, both in the time and frequency domain.

6.2 Numerical examples

Figure 6.1 and 6.2 show the comparison of cross-correlation and illumination compensation

imaging conditions in the time domain with and without illumination compensation, for

the Marmousi model. To illustrate the benefits of the illumination compensation imaging

condition, I will use very few shots covering only half of the model on the horizontal direction.

In Figure 6.1, the energy is weak on the right side of the model because of the limited shots

coverage. This problem is mitigated in Figure 6.2.

Figure 6.3 and 6.4 are the comparisons of cross-correlation and deconvolution imaging
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condition in the frequency domain. In the deconvolution imaging condition, the energy in

the deeper layers is stronger than the cross-correlation imaging condition, and the image is

more balanced, but the quality of the image is not as good as time domain. In the frequency

domain, because the denominator term is restricted to each frequency individually, there is

a larger chance of instability and regularization becomes important.

Figure 6.1: The result of cross-correlation imaging condition of RTM in the time domain.
Because of the limited shots coverage, the energy in the green circle is very weak.

6.3 Conclusions

In this chapter, I compared the cross-correlation, illumination compensation and deconvo-

lution imaging condition in different domains. The application of deconvolution imaging

condition can provide good illumination compensation when there are recording deficiencies,

which is an simpler way of improving resolution compared to least-squares scheme. LSRTM

needs more computer resources and requires the operators to be accurate and exactly ad-

joint. Also it is often too expensive computationally for its routine application. In general,

there is a trade-off between efficiency and image quality. If there are enough shots coverage,

cross-correlation is an efficient choice and can provide reasonable improvements over de-
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Figure 6.2: The result of illumination imaging condition of RTM. The weak energy caused
by the limited shots coverage is mitigated in the green circle.

convolution. For the limited shot coverage and computer resources, deconvolution imaging

condition is a relatively inexpensive method to compensate for differences in illumination,

but will require regularization.
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Figure 6.3: The result of cross-correlation imaging condition of RTM in the frequency
domain.

Figure 6.4: The result of deconvolution imaging condition of RTM in the frequency domain.
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Chapter 7

Conclusions

Least-squares reverse time migration (LSRTM) and full waveform inversion (FWI) are both

practical methods in seismic inversion. Although their goals are somewhat different, their

principles and implementations are quite similar so that it is difficult to establish a clear

separation between them. In this thesis, I investigated LSRTM and FWI both in the time and

frequency domains in the acoustic media, with the goal of understanding their connections,

similarities and differences.

The goal of each method is different, since for LSRTM the model is the reflectivity while

for FWI the model is the velocity. More generally, FWI can use as a model different physical

properties (e.g. velocity, density, Q, etc). These properties are also the goal of reflectivity

inversion. Therefore, we see that both LSRTM+reflection inversion and FWI have at the

end a similar goal, that is reservoir characterization.

This connection becomes actually much stronger as we investigate their formulations.

LSRTM can be referred to as a linearized FWI. Both use a similar cost function, the energy

of the differences between observed data and predictions, but different methods to predict

the data. Because their definition of the model is different, their operators are different.

Generally speaking, LSRTM can be treated as the inner loop of the general FWI algorithm

and solved in the image domain. Compared to FWI, LSRTM uses reflection data and requires
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an accurate operator to connect the model and data space. The result is very sensitive to

the accuracy of the operator. FWI is more robust to velocity errors in the initial model,

because the operator changes with the model updates. Prediction errors due to velocity

uncertainties can not be fixed by changing the model (reflectivity) in LSRTM, but they

can in FWI (velocity). On the other hand, because LSRTM is a linear problem and FWI

is a non-linear problem, FWI fails to converge if the initial model is not close to the final

model. LSRTM will always converge to some solution, but this solution will be affected by

the operator errors.

The features of LSRTM and FWI in different domains are also different. In the fre-

quency domain, LSRTM has the advantage of easy formulation and simultaneous calcula-

tion of multiple shots. The computation cost does not increase linearly with the number

of shots. However, the memory requirement increases significantly. This makes frequency

domain LSRTM and FWI not practical for 3D surveys. Time domain LSRTM in general

is cleaner and more robust since the information for all frequencies constraint the problem

simultaneously. The frequency domain brings some economy of computation for FWI but

not for LSRTM. For FWI, information across frequencies is redundant, and it is possible to

reduce the number of calculated frequencies. Conversely, for LSRTM, missing frequencies in

the data result in missing frequencies in the reflector. Therefore, in principle, all frequencies

need to be calculated at least once.

FWI in the frequency domain is advantageous because the multigrid approach allows us

to avoid cycle skipping. Low frequencies are less susceptible to velocity errors and less non-

linear, using only low frequency during initial iterations, and permits one to get a velocity

model closer to the true model. When high frequencies are calculated, they benefit from

the corrections achieved in lower frequencies. For LSRTM this mechanism does not apply

because the operator is not changing during each iteration. However, it is possible that a

similar idea could be used to make LSRTM more robust to velocity errors.

From the operator point of view, by comparing the formulations of RTM, LSRTM, and
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FWI in the time and frequency domains, we can see some trade-off between dividing the data

on shots or frequencies. The time domain implementations seem more stable and produce

clean results. With proper implementation, the algorithms are efficient and feasible even for

3D surveys. However, to achieve this efficiency significant programming work is required.

For example, forward wavefields should be stored only at boundaries and reconstructed.

Boundary conditions should be carefully implemented. In the case of LSRTM, the migration

operator should be built as a perfect adjoint of the Born modelling operator. The frequency

domain versions have some flexibility that permits one to apply multigrid approaches for

example with an easier implementation than in the time domain. The deconvolution image

condition in the frequency domain can be used to eliminate, at least in principle, some of

the band limited nature of the wavelet.

From the optimization point of view, there are differences between linear inversion in

LSRTM and non-linear inversion in FWI. However, we can see that at the centre of FWI,

the gradient is obtained by RTM and the inverse of the Hessian by LSRTM in the image

space. Solving the linear relationship between the gradient, Hessian and searching direction

is a LSRTM problem in the image space.
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