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ABSTRACT

We consider here a method for numerical propagation of elastic waves in heteroge-
neous media based on the weak formulation of the elastodynamic equilibrium equations.
The method provides high accuracy in the spatial domain and converges exponentially.
It is appropriate for any formulation of the elastic wave equation in any number of spa-
tial dimensions, but for simplicity is only presented here for isotropic media. Absorbing
boundary conditions are incorporated into the method naturally and various time-stepping
algorithms are investigated. In the conclusion we compare various implementations of the
method to second and fourth order finite differences.

INTRODUCTION

This report is split up into four sections, each with its own purpose. The first section is
on the weak formulation of the elastic wave equation and the analysis that goes along with
redefining the problem. This is all fairly tedious and mathematically involved, but must be
done once in order to derive a numerical method as well as to ensure solutions to the new
problem are meaningful. One could safely skip this section by taking note of the newly
formulated problem in equations (4) and (6).

The second section derives the nodal Galerkin numerical method for the new problem.
The intent of this section is to write down the stumbling blocks that were encountered when
building the numerical schemes and present them in a way thatmay be more accessible.
Once the numerical scheme is constructed some comparisons of the method with second
and fourth order finite-differences are made.

Lastly, an appendix presents all of the background materialand construction of some of
the aspects of the method that are not entirely required to understand the broader picture.

WEAK FORMULATION OF THE ELASTIC WAVE EQUATION

Consider thestrong formulation of the elastic wave equation for an arbitrary isotropic
heterogeneous mediumΩ ∈ R

d, d = 1, 2, 3, with boundary∂Ω := Γ.

Findu ∈ C2(Ω), such that







ρüi = ∂jσij(u) + fi.

u(x, t = 0) = u0(x)
u̇(x, t = 0) = u1(x)

, ∀x ∈ Ω, t >= 0 (1)

The stress and strain tensors are related by

σij(u) = λ(∇ · u)δij + 2µεij(u)

where∂j denotes differentiation with respect to thejth elementxj. Summation over re-
peated indices, as per Einstein notation, is assumed unlessotherwise noted. The parameters
λ, µ andρ are the elastic constants of the medium and all may be bounded, spatially depen-
dent, functions.fi(x, t) is theith component of the body force applied to the medium.
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We obtain theweak form of the dynamic equilibrium equations through a standard
Galerkin weighted-residuals approach. Omitting the rigorous mathematical details for the
moment we multiply both sides of (1) by an arbitrary test function v ≡ v(x) and integrate
over the entire space. This yields

∫

Ω

ρüivdΩ =

∫

Ω

∂jσij(u)vdΩ +

∫

Ω

fivdΩ. (2)

Expanding the first term on the right hand side and applying Green’s theorem yields the
relationship

∫

Ω

∂jσij(u)vdΩ =

∮

Γ

σij(u)vn̂jdΓ−
∫

Ω

σij(u)∂jvdΩ.

wheren̂j denotes the direction cosine between the outward-pointingnormal vector and the
jth elementary basis vector. Substituting this into (2) yieldsthe weak variational form of
(1)

∫

Ω

ρüivdΩ +

∫

Ω

σij(u)∂jvdΩ =

∫

Ω

fivdΩ +

∮

Γ

σij(u)vn̂jdΓ. (3)

This is the form for theith component of displacement,i = 1, . . . , d. Introducing the
arbitrary vector-valued functionv ≡ v(x), with arbitrary components, we may then add
thed equations together to obtain

d2

dt2

∫

ρu · vdΩ +

∫

Ω

σij(u)∂jvidΩ =

∫

Ω

f · vdΩ +

∮

Γ

σij(u)n̂jvidΓ. (4)

For simplicity we present the following derivation ford = 2, but the result is the same
in any number of dimensions. Expanding the integrand of the second term on the left hand
side of (4) produces

σ11(u)∂1v1 + σ12(u)∂2v1 + σ21(u)∂1v2 + σ22(u)∂2v2

= σ11(u)ε11(v) + σ12(u)∂2v1 + σ21(u)∂1v2 + σ22(u)ε22(v) (5)

adding together the second and third terms in (5) yields

µ(∂1u2 + ∂2u1)∂2v1 + µ(∂2u1 + ∂1u2)∂1v2

= µ(∂1u2 + ∂2u1)(∂2v1 + ∂1v2)

= σ12(u)ε12(v) + σ21(u)ε21(v).

So we obtain
∫

Ω

σij(u)∂jvidΩ =

∫

Ω

σij(u)εij(v)dΩ

If we then define the vectorT component-wise by

Ti = σij(u)n̂j

we may write the second term in the right hand side of (4) as
∫

Γ

σij(u)n̂jvidΓ =

∮

Γ

T · vdΓ
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and so (3) becomes

d2

dt2

∫

ρu · vdΩ +

∫

Ω

σij(u)εij(v)dΩ =

∫

Ω

f · vdΩ +

∮

Γ

T · vdΓi, j = 1, . . . , d.

Further discussion, including derivation for a full elastic tensor, as well as a proof of
the equivalence of the weighted-residuals approach with the principal of virtual work, can
be found in chapter three of (Zienkiewicz et al., 2005).

In order to make the variational approach rigorous we need toidentify a few function
spaces in which our various trial and test function will reside. DefineH1(Ω) to be the
classic Sobolev space of square integrable functions defined onΩ, with square-integrable
weak first derivatives. That is,

H1(Ω) =
{

f ∈ L2(Ω)|D1f ∈ L2(Ω)
}

,

where

L2(Ω) =

{

f : Ω → R|
∫

Ω

|f(x)|2dΩ < ∞
}

andD1 denotes the weak first derivative operator.

Then the vector-valued version is defined as those vector-valued functions whose com-
ponents reside inH1(Ω). DenoteL2(Ω)d = L2(Ω)× · · · × L2(Ω) and define this space to
be

H =
{

u(x) ∈ L2(Ω)d|∇u ∈ L2(Ω)d
}

.

The variational problem is thus: findu ∈ H such that, for allt ≥ 0,

〈ρü,v〉Ω + a(u,v) = 〈f ,v〉Ω + 〈T ,v〉Γ , ∀v ∈ H. (6)

The inner-products in (6) are the standard vector-valuedL2(Ω) inner-products

〈u,v〉Ω =

∫

Ω

f · gdΩ,

〈u,v〉Γ =

∮

Γ

f · gdΓ

and the norm onH is given by

‖v‖H =
(

| 〈v,v〉Ω |2 + | 〈∇v,∇v〉Ω |2
)1/2

To show that there exists a unique solution to (6) we need to show that

a(u,v) =

∫

Ω

σij(u)εij(v)dΩ

is a symmetric, V-elliptic and continuous bi-linear form and apply the Lax-Milgram lemma
(Atkinson and Han, 2009).

To see thata(u,v) is symmetric and bi-linear we must show that the following all hold:
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1. a(u,v) = a(v,u), ∀u,v ∈ H,

2. a(u+ u′,v) = a(u,v) + a(u′,v), ∀u,u′,v ∈ H,

3. a(λu,v) = λa(u,v), ∀u,v ∈ H, andλ ∈ R.

The second and third equalities follow trivially from the linearly of the derivative. For
brevity we show the first equality only ford = 2. This follows from expandingσij(u)εij(v)
as

σij(u)εij(v) = σ11(u)ε11(v) + σ12(u)ε12(v) + σ21(u)ε21(v) + σ22(u)ε22(v).

= [λ(∇·u)+2µε11(v)]ε11(v)+2µε12(u)ε12(v)+2µε21(u)ε21(v)+[λ(∇·u)+2µε22(v)]ε22(v).

The terms corresponding toi 6= j are symmetric and so we only need to show that the sum
of thei = j terms are as well. Adding together the first and last term produces

[λ(∇ · u) + 2µε11(v)]ε11(v) + [λ(∇ · u) + 2µε22(v)]ε22(v)

= λ(∇ · u)[ε11(v) + ε22(v)] + 2µ[ε11(u)ε11(v) + ε22(u)ε22(v)]

= λ(∇ · u)(∇ · v) + 2µ(∇u · ∇v)

which is symmetric and, thus,a(u,v) is symmetric and bi-linear. Continuity follows di-
rectly from our assumptions that all the functions includedin our scheme are bounded.

A bi-linear forma(·, ·) is V-elliptic, or strongly positive, if there existsC > 0 such that

a(v,v) ≥ C‖v‖2H, ∀v ∈ V.

This follows directly from Korn’s inequality (Horgan, 1995) which ensures us that there
exists a constantK depending only onΩ such that:

‖v‖2H ≤ K(Ω)

∫

Ω

{v · v + εij(v)εij(v)} dΩ, ∀v ∈ H.

CONSTRUCTION OF THE NUMERICAL SCHEMES

The weak formulation of the elastic wave equation provides the basis for a number of
numerical methods, ranging from classic methods such as thefinite elements and finite
volumes, to more obscure methods such as boundary elements,discontinuous Galerkin,
and moving least squares. Here we restrict to global methodswhich seek to approximate
the solution to the weak variational problem by decomposingit into a basis of polynomials
in space and unknown functions in time. This reduces the problem to one of approximating
a system of ordinary differential equations, usually by some appropriate numerical time-
stepping scheme. We will examine several methods that appeal to the second-order-in-time
problem directly, as well as comment on those that work on a common reduction-of-order
technique.
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Begin by choosing a spaceP of polynomials and seek an approximate solution to (6)
of the form

u(x, t) ' pn(x)γn(t) = [pn(x)γ
1
n(t), . . . , pn(x)γ

d
n(t)], x ∈ Ω, t ≥ 0.

Here again summation over repeated indices is assumed and superscript denotes the index
of the time component. For example, if the displacement is

u(x, t) = [u1(x, t), . . . , ud(x, t)]
T

the first component is expanded as

u1(x, t) =
∞
∑

n=1

pn(x)γ
1
n(t).

For rectilinear domains, the functionspn(x) are generally taken to be products of one-
dimensional polynomials as this gives a natural way to easily extend familiar families of
orthogonal functions to higher dimensions. For more complex domains, affine mappings
from tensor-product grids onto triangular meshes have beenconstructed and successfully
implemented. For further discussion see (Warburton and Hestaven, 2008), (Canuto et al.,
2007). For informal guidelines on choosing the spaceP depending on the types of bound-
ary conditions that need to be satisfied as well as some discussion on rational orthogonal
polynomials that satisfy radiation conditions a priori see(Boyd, 2001).

For our purposes we limit to the two dimensional case, and expand the displacements
u(x, t) = (u(x, t), w(x, t)), as well as the test functionsv(x) in a nodal approximation.
That is, we let

u(x, t) =

Np
∑

i=1

u(t;xi)li(x), w(x, t) =

Np
∑

i=1

w(t;xi)li(x), v(x) =

Np
∑

i=1

v(xi)li(x)

where

li(x) =

Np
∏

j 6=i1

Np
∏

k 6=i2

x− xj

xi1 − xj

y − yk

yi2 − yk
.

The functionsli(x), shown in Figures 1 and 2, act as discrete delta functions. That is,
they have the property that

li(xj) =

{

1, i = j

0, i 6= j

In order to turn this into a numerical method, we then replacedifferentiation with multipli-
cation by a pseudospectral differentiation matrixD, and integration by Gaussian quadra-
ture. Construction of the differentiation matrix and quadrature formulas is addressed in the
appendix, so for now we assure only that, for a given set of nodes, there exists a family
of matrices that transform vectors of function values to their derivatives, and a vector of
quadrature weightsω = (ωk) that transforms integration into a dot-product.

For the two dimensional regionΩ denotex = (x, z) and defineDx, Dz to be the differ-
entiation matrices in thex, z directions respectively. We assume thatΩ is a square region
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FIG. 1. A 2-dimensional Lagrange polynomial.

FIG. 2. A family of 25 2-dimensional Lagrange polynomials.
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and its boundary isΓ = ΓN ∪ ΓS ∪ ΓE ∪ Γw and we denote the quadrature weights asso-
ciated with the inner-products on each of these boundary regions asωN , ωS, ωE, ωW . The
construction of the entire spatial discretization is tedious and so is omitted. One does no-
tice when performing these calculations, however, that theinner-products in (6) reduce to
4 general cases which we address here by working directly with (3).

Let 〈·, ·〉 be any of the inner-products in (3) and letω be the associated quadrature
weights. Then the inner-products in (3) all reduce to the following forms:

1.

〈ρü, v〉 =
Np
∑

i=1

Np
∑

j=1

üivj 〈ρli(x), lj(x)〉 =
Np
∑

i=1

Np
∑

j=1

Np
∑

k=1

üivjρ(xk)li(xk), lj(xk)ωk

but lm(xn) = δmn so this reduces to

diag(v) diag(ω) diag(ρ)ü

wherediag(v) is the matrix with the vectorv along the main diagonal.

2.

〈λ∂zw, ∂xv〉 =
Np
∑

i=1

Np
∑

j=1

Np
∑

k=1

wivjλ(xk)∂zli(xk)∂xlj(xk)ωk

However,∂zli(xk) = Dz
ki and so we obtain

diag(v) (Dx)T diag(λ) diag(ω)Dzu.

3.

〈f, v〉 =
Np
∑

j=1

Np
∑

k=1

vjf(xk)lj(xk)ωk = diag(v) diag(ω)f.

4.

〈λ∂xun̂, v〉 =
Np
∑

i=1

Np
∑

j=1

Np
∑

k=1

uivjn̂λ(xk)∂xli(xk)lj(xk)ωk

=

Np
∑

i=1

Np
∑

k=1

uivkλ(xk)∂xli(xk)ωk = n̂ diag(v) diag(ω)Dxu.

The 4th type corresponds to the boundary terms and is what allows us to talk to the
boundary; incorporating absorbing and free-surface boundary conditions. The most appro-
priate absorbing boundary conditions for our purposes are those for which the time and
space derivatives appear independently. We omit the details of the derivations here for the
sake of brevity as even the two-dimensional case involves 16boundary integrals, 8 of which
account for the absorbing boundary conditions (all of whichfactor into a single operator).
We note, however, that there are several different choices available and refer the reader
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to (Stacey, 1988), (Sochacki, 1988) and (Quarteroni et al.,1998) for the construction and
implementation of several higher-order methods that fit naturally into variational schemes.

Regardless of our treatment of boundary conditions we obtain, for the nodal values
of the displacements inΩ at time t > 0, a second order system of ordinary differential
equations







MÜ (t) + AU̇ (t) +KU(t) = F (t)
U (0) = U 0

U̇ (0) = U 1

(7)

whereU is a large vector of the nodal values ofu(x, t) andw(x, t) and the matricesM,
A, andK are all large, extremely sparse matrices. We may deal with this directly by using
second-order-in-time centered-finite-differences for both the first and second derivatives.
Replacing

Ü (tj) =
U (tj+1)− 2U (tj) +U (tj−1)

dt2
+O(t2), U̇(tj) =

U (tj+1)−U (tj−1)

2dt
+O(t2)

and dropping the error term, we obtain, for evolution in time
[

M +
dt

2
A

]

U (tj+1) +
[

dt2K − 2M
]

U(tj) +

[

M − dt

2
A

]

U (tj−1) = dt2F (tj).

For higher-order in time we can reduce (7) to a first order problem by making the substitu-
tionV (t) = U̇ (t). This results in the problem















(

I 0
0 M

)(

U̇

V̇

)

(t) =

(

0 I

K A

)(

U

V

)

(t) +

(

0
F

)

(t)
(

U

V

)

(0) =

(

U 0

V 0

) (8)

This can be time-stepped by explicit higher-order, more computationally expensive, meth-
ods that have less prohibitive step-size requirements thanexplicit finite differences. An-
other possibility is to use the matrix exponential to compute the exact-in-time solution to
(8), or to construct a fully-explicit time-stepping methodwith no step-size stability require-
ments. In general the matrices involved are huge and, for a large number of nodes, is not
feasible computationally. However, if it were possible to construct such a matrix that was
diagonalizable the computational cost would be reduced substantially. For a fixed problem,
such a matrix could be stored to further reduce the computational cost.

NUMERICAL RESULTS

To test this we consider a forcing term with Ricker wavelet time-component

f(t) =
2√
3σπ

1

4

(

1− t2

σ2

)

e
−t

2

2σ2

and conservative spatial component

(u1(x), w1(x)) = −∇e−r‖x−x0‖2

and propagate a 15 Hz wavelet in a 4500m square bipartite medium with properties listed
in the following table.
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FIG. 3. Nodal Galerkin. Comp time = 206 s.

Region ρ Vp Vs

1 2.064 2305 997
2 2.14 4500 2600

A nodal Galerkin method is compared to fourth and second order finite difference meth-
ods on a 501 by 501 node grid. Figures 3, 4 and 5 show the norm of the displacement
for the three models propagated to 1 second and then normalized and clipped to exaggerate
the dispersion effects. The extended arcs in the fourth-order model result from the wider
stencil moving over the large step in the velocity model and then being propagated. Again,
this is exaggerated here and is mainly due to the relatively small number of grid points we
are using, but the effect is apparent.

The computation times are listed with the figures but are not very indicative of the as-
sociated computation costs of the three methods. The implementation of the three methods
are nearly identical, with the only difference being the application of the derivative approx-
imations. For the finite-difference methods the cost of thisis k ∗ N2 wherek is the width
of the finite-difference stencil (3 for second order, 5 for fourth order). The differentiation
matrices for the nodal Galerkin methods can be considered finite-difference matrices with
stencils of widthN and so the cost of applying these methods isN3. We takedt = .0008
and so take 1179 steps to reach one second. We could take a smaller time step, but the one
chosen assures us that the wavelet in time is well-represented and that the error associated
with time stepping will not taint our results as we are more interested in spatial accuracy.
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FIG. 4. Second-Order Finite Difference. Comp time = 64 s.
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FIG. 5. Fourth-Order Finite Difference. Comp time = 75 s.
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Locally the fourth order model approximates the wavefrontsbetter than the second-
order model (as is expected), but the size of the stencil means that we must alter it somehow
at the boundaries, this is not the case with the differentiation matrices that appear in the
nodal Galerkin methods as they are global and so for the approximation of the derivative
at one node they take information from all other nodes in the model. In order to enforce
different types of boundary conditions (such as clamped, Neumann, Dirichlet, periodic,
etc...) the first and last rows and columns of the differentiation matrix must be altered.

Figures 6 and 7 show comparisons of the centerline of the model (x = 2250, for all z)
at time corresponding wavefront in various regions of the velocity model. The amplitude
error associated with the second-order stencil is apparentas is the dispersion of all three
methods near a jump. Figure 8 shows a close-up of the region ofthe model at the jump

2050 2100 2150 2200 2250 2300 2350 2400

−4

−2

0

2

4

6

 

 

Galerkin
FD2
FD4

FIG. 6. Close-up of the centerline of the horizontal component of a 2D elastic wave propagated to
t = .4150 sec. The region plotted shows the disagreement of the three methods in a smooth region
of the velocity model.

at t = 1 second where the incident P-wave is being trasmitted and reflected. TheRGB

colour channels in the image correspond to the directions ofthe displacement as listed in
the following table.cement as listed in the following table.

Displacement Positive Negative
Horizontal R R + G
Vertical B B + G

Figures 9, 10 and 11 show the vector field of the same region at varying levels of zoom.
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FD2
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FIG. 7. Close-up of the centerline of the horizontal component of a 2D elastic wave propagated to
t = .6 sec. The region plotted shows the disagreement of the three methods in a the presence of a
sharp jump in the velocity model.
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FIG. 8. A P-wave being converted into reflected and transmitted P and S waves
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FIG. 9. Vector field of a P-wave being converted into reflected and transmitted P and S waves
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FIG. 10. Vector field of a P-wave being converted into reflected and transmitted P and S waves
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FIG. 11. Vector field of a P-wave being converted into reflected and transmitted P and S waves

To test the absorbing boundary conditions we initiate a P-wave in a homogeneous media
with V p = 4500, V s = 2600 andρ = 2.14. We then allow the wave to propagate to
time t = 1 and place absorbing boundaries on the horizontal edges. Figure 12 shows
the reflection of the displacement. As is expected, the magnitude of the reflected wave is
nearly zero as the p-wave hits the boundary head-on and increases as the angle of incidence
reaches90◦.

APPENDIX

In order to be as general as possible, assume a functionf can be expanded in such a
way that the series coefficients,an, are chosen so approximation interpolatesf on a set of
grid points{ξi|i = 1, . . . , Np}. This is possible since it strictly yields a set ofNp equations
for theNp unknowns{an}Np

n=1. The points used may be arbitrary but are generally chosen
to be a set of Gauss-Lobatto points whose quadrature weight-functionw(x) is most suitable
to the problem at hand. These are the zeros of theN th

p order Jacobi polynomial, defined as
the(α, β)-family of solutions to the singular Sturm-Liouville eigenvalue problem

d

dx
(1− x2)w(x)

d

dx
P (α,β)
n (x) + n(n+ α + β + 1)w(x)P (α,β)

n (x) = 0, x ∈ [−1, 1],

w(x) = (1− x)α(1 + x)β.

For general purposes this is usually the Legendre-Gauss-Lobatto (LGL) points, chosen by
α = 0, β = 0, yielding the Legendre polynomials with weight functionw(x) = 1. There
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FIG. 12. Boundary reflections from incident P-wave

is no closed form expression for the LGL points, and so they are computed numerically
by a suitable root-finding method. This can be done at the sametime as one computes the
Legendre polynomials using standard recursion methods.

Once a set of points is chosen we have two equal approximations

f(x) '
Np
∑

n=1

anϕn(x) =

Np
∑

i=1

f(ξi)li(x) (9)

where theli(x) are the Lagrange interpolating polynomials defined as

li(x) =

Np
∏

j 6=i

x− ξj

ξi − ξj
.

We may then write









f(ξ1)
f(ξ2)

...
f(ξn)









f̃

=









ϕ1(ξ1) . . . ϕn(ξ1)
ϕ1(ξ2) . . . ϕn(ξ2)
. . . . . . . . .

ϕ1(ξn) . . . ϕn(ξn)









Φ









a1
a2
...
an









ã

(10)
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and the interpolary approximation









ϕ1(x)
ϕ2(x)

...
ϕn(x)









ϕ̃

=









ϕ1(ξ1) . . . ϕ1(ξn)
ϕ2(ξ1) . . . ϕ2(ξn)
. . . . . . . . .

ϕn(ξ1) . . . ϕn(ξn)









ΦT









l1(x)
l2(x)

...
ln(x)









l̃

.

Differentiating (7) yields

f ′(x) =

Np
∑

i=1

f(ξi)l
′
i(x)

or








f ′(ξ1)
f ′(ξ2)

...
f ′(ξn)









f̃ ′

=









l′1(ξ1) . . . l
′
n(ξ1)

l′1(ξ2) . . . l
′
n(ξ2)

. . . . . . . . .

l′1(ξn) . . . l
′
n(ξn)









Dx









f(ξ1)
f(ξ2)

...
f(ξn)









f̃

.

and using (8) we have the relationship








ϕ′
1(ξ1) . . . ϕ

′
1(ξn)

ϕ′
2(ξ1) . . . ϕ

′
2(ξn)

. . . . . . . . .

ϕ′
n(ξ1) . . . ϕ

′
n(ξn)









ΦT
x

=









ϕ1(ξ1) . . . ϕ1(ξn)
ϕ2(ξ1) . . . ϕ2(ξn)
. . . . . . . . .

ϕn(ξ1) . . . ϕn(ξn)









ΦT









l′1(ξ1) . . . l
′
1(ξn)

l′2(ξ1) . . . l
′
2(ξn)

. . . . . . . . .

l′n(ξ1) . . . l
′
n(ξn)









DT

and so the matrixD, which maps a vector of function values to derivative valuescan be
computed directly asD = ΦxΦ

−1 for any set of arbitrary points as long as one can invert the
matrixΦ. In practice this is not always possible. For example, when using the Legendre
polynomials,Φ is a Vandermonde matrix and is ill-conditioned at the set of equidistant
points. Choosing the LGL points however, fixes this problem. An in-depth analysis of
these problems is found in (Warburton, 2008).

In two-dimensions, a regionΩ is mapped onto the reference square[−1, 1]2. As most
models are defined on[0, xmax]× [0, zmax] this is achieved by the affine mapping

F : [0, xmax]× [0, zmax] → [−1, 1]2 : (x, z) 7→
(

2x

xmax

− 1,
2z

zmax

− 1

)

with inverse

F−1 : [−1, 1]2 → [0, xmax]× [0, zmax] : (ξ, η) 7→
(

xmax
ξ + 1

2
, zmax

η + 1

2

)

The Jacobian of the map is constant so its implementation is achieved by performing all
calculations on[−1, 1]2 and multiplying the associated quadrature weights by the Jacobian
of the mapping.
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