Fault shadow imaging

A modeling and migration study of fault shadows: A synthetic
example

Sitamai W. Ajiduah and Gary F. Margrave

This reporfpreserng a study that uses 2D fte difference modeling and a omay wave
equationdepth migratiormethodto investigate weak illuminations in footwall reflectors.
| examined the quality of footwall imaging from poststack and prestack noigsatvith
exact model and created approximate models using an iterative method from an initial
unfaulted (flat) modelAppearanceof fault shadow effect were seen in the geologic model
as time pull and sags, in poststack time migrations as distortedioefteghich appeared
as subseismic fault.In the depth migrated images, thegcurredas anticlines and
synclines which may be false or redle observed a confined section of the footwall was
poorly illuminated Results from the prestack depth migratioras quite significanivith
improved imagingThe velaity model time anomalies are thesuls of the truncation of
the overlying stratigraphy by the fault throw causing an abrupt velocity coatrasis the
fault. Seismic raysundergoray bendingand experiencetraveltime distortios as it
propagates acrogault truncations In addition, the presence of the dipping faults in the
model will create some nemyperbolic reflections which will frustrate poststack ratgpn
efforts. The poor images in poststack time migration implies that events are migrated to
their incorrect positions in vertical time witlDéx-basedRMS velocitytransformatiorihat
is suboptimal. The inadequacies of poststack depth migrations riacthe imaging
footwall reflectiors canalsobe attributed to the digependence effect of normal moveout.
NMO and stacking of events along hyperbolas without prior dip moveout correction will
cause apparent disruptions and smeared reflections. A e#tging solution is obtained
from the prestack depth migratiomeéhich showed improved and continuous footwall
reflections without seismic artifacts. In conclusion, fault shadow is a velocity and wave
propagation problem and requires good understandingeofatited environment and
velocities.

INTRODUCTION

This studypresers a synthetic study that uses 2D finite difference methods for
modeling andphaseshift-plusinterpolation (PSPIdepth migrationo investigate weak
illumination belind major fault boundaries. Thepoor illuminations are sometimes called
zones of unreliable seismic imaging (Hardwick et. al., 2013). They mostly occur in steeply
dipping complex geologic structures like the flanks of subsalts and in the footwallsof maj
fault boundariesAlso called fault kadow zonestheyposea risk for potentiaéxploration
and developmerdandcan prevent exploration for deegsource playsThe primary cause
of fault shadow is attributed to the presence of rapidly varying lateral velocity contrast
acrosghefault zone (Stuart1999 Birdus, 2007)Typical examples of reported cases are
in the boundary fault cfouth Texasnd the Gulf of Mexico, @rtiary graberof onshore
Poland, the permafrost region of SiberigStuart, 1999 and theregressive delta in the
Gulf of Guinea(Schultz, 1999 The mainaim ofthis study is tainderstanding the causes
of fault shadowin typical seismic datasets acquired in anghich large growth fault and
complex faulting environmesit
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Another objective of this study te determine the effectivenesssaismicmigration in
resolving problems of this typ&he PSPI method wasqposed by Gazdag and Sguazzero
in 1984 It is a clasof phaseshift wavefield continuatiomethod that id~ourier based
The PSPI wavefieldontinuation methods belong to a emay wave operatoclass
(Ferguson and Margrave 2Q@ancroft, 200y that is capable of handlingrang velocity
gradients butannot migrate overturned reflections or multiplessedthe classic PSPI
method in 2D poststack migration and2 prestack commaoshot migration as applied to
zerooffset synthetic datasets as well as the ruffset shot records

The outline of ths paper iss follows: First, | will briefly review the pmciples of finite
difference phaseshift-plusinterpolationand downward continuation imaging conditions
Secondly] will describehe methodologyusedandlastly discuss the results and findings
The first step is the designing of the framework for building a geolagitt fnodel
consisting of a sequence of three listric normal faults that interrupt a stratified sequence
defined by a Rvave velocities from sonic logd thengenerated synthetiatasets, from
finite difference sufficient to study both poststack and prestack imaging. For imaging,
usedboth poststack and presta@B8PI. In the former caseised the method as both a time
migration and a depth migration. In the second dasday examined prestack depth
migrationdue to reduce computational costexamined the quality of imaging with both
exact and approximate models and created an iterative method to build a model from an
initial unfaulted (flat) model.

THEORY

In this sectionl shall briefly review the fundamental principle behind the 2D finite
difference modeling and PSPI migration employed in this work.

Finite Difference Modeling

This is useful for understanding imaging problems and provides a direct soliytion
solving the wave equation numerically as a set of partial differential equations with the
initial and boundary conditiong number of techniques based on finite differencing have
been discussed in literatur&rébes et. al., 1994Youzwishen and Margve, 1999,
Manning and Margrave, 1999) for the computation of synthetic seismograms from simple
to complex geologic models for isotopic and anisotropic acoustic and elastic wave
scenarios. Th2D scalar wave equation is

G afif 1

wherew ¢fifd is the pressure wavefield propagating in a medium with true velogity
with x, thehorizontal space coordinate the deptht, is time andi the laplacians given

by:

nwy — @ —  —, 2

The Laplacian operator can be approximated with central difference toperéhe
approximation employed in this study is the 9 point approximation which gives the-fourth
order approximation to theaplacian operator.
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The fourth order approximation is given guzwishenand Margrave (1999) as:

now S

y

where n is the x coordinate and j is the z coordinate of the grid.

Grid dispersion is the most significant numerical problemmir@mizegrid dispersion
| discretized the model with fine grid spacing. The grid spacing was Set ancequal in
x and z direction in order nsure symmetric performance of the differeogerators

y
N ™ 4

where 6 is the maximum velocity in the model asi@andY@temporal are the spatial
sampling interval respectively. If this ratio is larger than the quoted value above, the
propagation scheme it helps definelwibt be stableThe time derivative of the scalar
wave equation calculated by second order finite difference scheme is

y y
— . 5
y )

The AFD_EXPLODE and AFD_SHOOTLINMatlab code inthe CREWES toolbox
was used to generate tBB zero offset exploding reflector model and muoffiset shot
recods for subsequent post stack ammdstackmigratiors. These codes are second order
in time and fourth order in space and use explicit time stepping.

All explicit finite difference methods have numerical dispersion and stability issues. To
minimize grid dispersion chose a very small spatial grid size of 5m. Then to ensure
stability, | used the known stability conditian equation 4 aboveo determie a stable
time step. Our final seismograms were sampled in time at 4 milliseconds but the time step
used was 0.7 milliseconds.

Substituting equation 5 and th& drder laplacian approximation into the scalar wave
equation, we can solve for the wavefieititime 0 Yo8Given two initial snapshots
(wavefield at time t and  ¥Y0) we can create the wavefield at timé Yo.

The time stepping equation can be written as:

B o0 Yo Yo w n ¢B o B o Yo, s
Other factor | put into conderation during my acquisition design for maximum resolution
is the spatiahliasing criterion

PhaseShift-Plus-Interpolation

PSPI migration uses a number of reference velocities to extrapbktseismic
wavefieldfrom one deptito the nextManydifferent nethods of extrapolating wavefds
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are present in literatures likdargrave and Ferguson, 199ancroft J.C., 2007PSPI
requires the selection of reference velocities. One approach was presented in Gazdag and
Sguazzero (1984). The referencéoedies are obtained in terms of the ratio of maximum
velocity and minimum velocity at some depth as well as a common ratio for which a
geometric progression for reference velocities is formed. Another statistical method for
determining the reference velties was suggested by Bagaini et. al. (1995). These authors
suggests that a geometric distribution can produce a good set of reference velocities.
Kessinger (1992) mentions that, by empirical testing, a percentage velocity increment of
15% provides a gabcompromise between accuracy and efficiency. Another standard
method calculates a linear distribution of velocities (e.g. Ferguson and Margrave, 2002),
which may have an advantage of increasing the accuracy of higher angle wavefield
propagation with depth

The PSPI methodonsists of phasghift wavefield continuation with constant reference
velocity and interpolation between different wavefields ica@d with different reference
velocities (the Bagaini model is employed in this study). In this method, sshifteéerm
is first applied to the initial wavefield before downward wavefield continualibebasis
of the PSPI method afé&) a timeshift term applied to the initial wavefield; 2) phasiift
with reference velocities and 3) interpolation between wavefields.

The recorded wavefield cfir 1D in thet-x domain is 2D Fourier transformed into
1 "Q domain to givay Qi where isthe temporal frequency ard is the spatial
wavenumber. Thewave equation (1) can be solved inithe "Q domain by phasshift
method which gives an analytic solution for wave extrapolation for depth migration with a
depth step-d and assuming constant velocity.

The scalar wave equation in equation 1 above can be factored into two first order
eguations given as:

— - — Wy T 7

For a one way downward continuation, the minus sigohigsenas it represent a
wavefield propagating in depth with increasing tiifiee frequencydomain representation
for equation 7 is given as:

—  Q — Q7 T, 8
The solution to the Fourier series of the pressure wavefield is given as:
wagm A QR AgEQe 1 0QM, 9

Equation 9 is the wavefieldjofafd i n 2D frequency domain, Wwl
frequency andQ is radial wavenumber.

The basic idea of PSPI is to introduce several reference velocities to account for the
lateral velocity variation in each extrapolation step and obtain the iraf#rence
wavefields in the frequeneyavenumber domain. Based on the relationship of the local
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velocity and reference velocity, the final migration result is obtained by interpolating the
reference wavefields in the frequerglyace domain. The basic formulas are:

W ofon W aih A ge@—04, 10
and
[ TQFI:J( ’Qﬁ [ TQFI’g(ﬁ A@"@)'Q(:x 11
where
ko) — Q0 —. 12

Usually a range of refereneelocities are chosen for each depth step producing a set of
reference wavefields. The final result after each depth step is obtained by linearly (in
velocity) interpolating the reference wavefielBancroft J.C., 2007 Obviously, the
choice of the refence velocities is a crucial task for PSPI migration mainly because the
cost of PSPI is proportional to the number of reference velocity vaised in each
extrapolation step. In order to decrease the cost, the adaptive straBggaihi, 1995) is
adted for the numerical results shown in this chapter. This adagtategy of selecting
reference velocities not only reduces the cost of PSPI, but itamputes the reference
velocities according to the distribution of velocities. More referenceitigs will be used
when the lateral velocity variation is strong and fewer velocity values will be used when
the velocity contrast is small.

Downward Continuation Imaging Condition

Theobjectiveis to downward continuthe 2D acoustic recorded data ¢fghd 1T to
gety chx 1O . The classic Claerboutl971) imaging condition is a deconvolution
imaging condition where the ratio of the upgoing and downgoing wave fields is used to get
a direct estimate of the reflection coefficient. This imaging camitill enforces the same
time same place principle, but it normalizes the amplitudes to the incident flux. However,
this imaging condition suffers from numerical stability issues when the denominator is
small. To circumvent this problem, the deconvolatimaging condition is often modified
by crosscorrelation.

For poststack datahe reflectivity image is estimated by evoking the 1 imaging
conditon i afx [ «fdhd T . For prestack data, theupcoming wavefield
[ afih % mustbe downwardcontinued to givel  ¢ion , and the downgoing
source wavefield at the surfage ¢fimi  must be downward continued to give
[ &l . The extrapolation operator for the downgoing source field @€QaU |,

thatis [ "QRYdh [ Qb AQ"H‘Q;@ ; while the downward continuation
operator for the datais Age Q30 , that is [ "Qhon
QA @ BA0Q3a . Thenthe crosscorrelation imaging conditiois

i o 7 Qa7 Qean 13

where * indicates the complex conjugate. The deconvolution imaging condition is
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wherg is a small positive number. In equation 6, the deconvolution estimate can be seen
as a gain correction applied to tresscorelatioestimate. The denominator is the power
of the source wavefield and is called the illumination.

METHODOLOGY

In this setion | will discusdn brief themethodology and the procedur@se simplified
anddetailedflow chart shown irfigure 1and 2respectively highlight thenethodology ,
broadly categorized into five stages namely, model building,-akset exploding
reflector post stack migratioand commosmidpoint poststack time and depth migration,
prestack depth migtion and lastly, iterated pesack and prestack migrationswvill also
give a brief data description of the velocities and the seismic datasetatgdrees well as
migrating based on deconvolution and crosgelation imaging condition.

1

FIG.1 Flowchart of methodology in brief.
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FIG. 2. Full details of study approach involving model building, zero offset and multi-offset seismic
acquisition, routine processing and iterated migration.
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Data description

The first task of this project was to build a prior and plausible geologic framework that is
consistent with real scenaribhegeologic mode{shown in figure8 and 4 has a dimension

of 10kmhorizontal ofset and 3.8km depth. It is buitbom a 1D sonic logf 3.75km depth
andconsisting of few sections of thin layers of low velocity sandwiched within génera
increasing velocity medium. The 1D interval velocity logpgpulated throughout ¢h
extent of the modelThe velocity grid le was sampled into a 5m (horizontély 5m
(depth) grid. The size of the velocity grid file is 761 x 2004uild three listric faukinto

the model, the velocities in each section of the fardtelatedto the other section by the
throw of the fault. The model parameters including fdadt dip, overburden velocity
gradient, detachment depth are flexible to chanfee geologic model is of flat
stratigraphyand continuous except at the fadlhe stratigraphylrops 300m to the left of
eachlistric fault which outcrops at 5km, 7krand 9km in the horizontakis. It cuts through

all layers except the top and bottom layer. The velocities and thickness of the layers across
the fault remain unchanged.

The two waytime conversion of the deptlelocity model reveals time distortion which
appear as time sags and pull up. The sharp velocity contrast across the fault will cause
seismic waves propagating through this interface to undergo some sort of ray bending and
traveltime distortion. The time distortions are confined to the region bslewruncation

m/s
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1000 13500
£ . 13000
-
= 2000
o> . 12500
=]

3000 2000

0 2000 4000 6000 8000 10000
distance (m)

FIG.3. True geologic model (top) and two-way time velocity model (bottom) obtained from depth to
time computation.
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FIG.4. Time distortions behind the fault extends into the footwall of faults and appears as time pull
up and sags.

of the overlying stratigraphy by the fathirow therebyausinga strong lateral and vertical
velocity contrasts across the faulthe pull up effect can be seen in the vicinityeaich
fault truncations while the sags can be founéb@tween consecutive fault truncations.
Incorrectpositioning of the stratigraphy in time dsie tothe positioning erroiof depthto
time transformatn of the bent imagexy toa wrong vertical time.

The 2D vebcity models in figure & and bshow a 2D flat model and a succession of fault
updated velocity modsl| for each iterationsHowever the closeness of the final
approximate model to the true modkelargely dependent on the choice of initial tay
velodty model used to create the 2D flat model and also on how the faults is pitieed.

idea behind using these approximate models is to compare the result obtained from
migrating with true velocities with those from approximate velocitibsre information

about the true geology is beyond reach

The velocity model is built from an actual sonic log in order to simulate the geology and
to model the cause of shadow zone. Figure 6 is a typical structure in real case example of
a major growth boundary fault withl@nd gas traps behind the fault. These low velocity
anomalies create the pull up and push down effeeh on real seismic datasStuart,

1999. | have not yet introduced such andiesinto mymodel.
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FIG. 5a. Fault constrained velocity building from a flat stratigraphic initial model (top left) and fault
updates from each iterations.
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FIG. 5b. Fault constrained velocity building from a Gaussian-smoothed flat initial model and fault
updates from each iterations.
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FIG.6. Typical fault structure and associated trap in Gulf of Guinea (Doust and Omatsola, 1990)

A total of 40 synthetic shots wesequired over the 10 km model space, starting from
coordinate 500m and ending at 950@mnan interval of 225m and a receiver spacing was
at every 5mEach shot has receivers across all the matiel souce function was a 30 Hz
minimumphasewavelet. The time sampling interval was 4ms and the record length was
5 seconds. The total number of CMB'2001 is with a nominal fold of 80.have not
incomorated random noise into the model.

The finite-difference forward modelingseda fourth orderspatialapproximation which

gave shotecords with less numerical dispersion and more stability, however the runtime
was very high as it tookveragely45 minutes to complete a shot. Figureshowsthe
synthetic shot ords and the source wave function. Basic assumptions in the processing
of the shots are: (1). Nanisotropy and mode conversih) the effect of noise is minimal

after applying a mute. The sheicords were gained and muted after NMO correction with
an rmsvelocity computed from interval velocity using the hyperbolic traeé equation.

The zero offset common midpoint stack obtained after correcting for the normal moveout
time was poststack migted. The zeroffset exploding reflectosection is poststack
migratedsimilarly.
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FIG.7. A clipped shot record (a) and source wavelet (b)

The shot records whetleenmigratedwith the shottype PSPI algorithmand imagedising

the deconvolution androsscorrelation (Claerbout, 1971) imaging conditions. The whole
procedure for zeroffset poststack time and depth migration and the dbotain prestack
migration stepwere repeated in the iterated migration scheme starting with a flat velocity
initial model and migrating for each fault updaidée results shown in figure 8 are the
stacked sections of the shot domain PSPI
and crosscorelation imaging conditions (equation 13 and 14).
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FIG.8. Prestack depthmi gr ati on of true model using Claerbout s

imaging condition (a) and crosscorelation imaging condition (b). The footwall reflections are better
imaged than for post stack time and depth migrations of the true model.

Figure8b is the result of crossorrelation imaging condition, the advantage of this over
the deconvolution imaging condition is its suggsion of migration artifacts ansl the
point of referencefor imaging condition that includes illumination compensation.
Subsequent migration results will show only the crmmselation images.

The result obtained from the prestack depth migration give credence to the capability of
prestack depth migration in imaging behind fault of this nature. Reflectors behind the fault
were correctly imaged. The fault image obtained from the deconvolution imaging condition
appearedlurred, a reason for this being the existence of residual migration noise. This
was mitigated bgpplying a more severe mute to the migrated shots. In sudrsiguyestack
depth image resultd, will show prestack results from the cressrelation imaging
condition only
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