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ABSTRACT

A near-surface velocity model is one of the typical products generated when computing
static corrections, particularly in the processing of PP data. Critically-refracted waves are
the input usually needed for this process. In addition, for the converted PS mode, S-wave
near-surface corrections must be applied at the receiver locations. In this case, however,
critically-refracted S-waves are difficult to identify when using P-wave energy sources.
Here we use the 7-p representation of the converted-wave data to capture intercept-time
differences between receiver locations. These 7-differences are then used in the inversion
of a near-surface S-wave velocity model. Our processing work-flow provides not only a
set of raypath-dependent S-wave static corrections but also a velocity model that is based
on those corrections. Our computed near-surface S-wave velocity model can be used for
building migration velocity models or to initialize elastic full waveform inversions. Our
tests on synthetic and field data provided superior results to those obtained by using a
surface-consistent solution.

INTRODUCTION

The presence of poorly consolidated low velocity sediments in the near-surface can
introduce significant delays in reflection traveltimes. These delays, often referred to as
“statics”, produce distortions in the moveout and structure of the seismic reflections. They
also result in many cases in severe degradation of the resolution and stack power of the
seismic events. Static corrections are usually derived from near-surface velocity and thick-
ness information. In the processing of P-wave data some of this information is extracted
from the analysis of critically-refracted P-waves.

Near-surface traveltime effects, both for P- and for S-waves, are commonly addressed
by assuming surface consistency. Under this assumption, a single constant correction per
trace removes the time delays introduced by the near-surface. The main assumption behind
the idea of surface consistency is that a large velocity contrast exists between the low ve-
locity sediments in the near-surface and the medium underneath. This results, according
to Snell’s law, in near-vertical raypaths through the near-surface layers. However, S-wave
velocity gradients in the near surface can be lower than P-wave velocity gradients (Yil-
maz, 2015). Therefore, the S-wave velocity contrast at the base of the sediments may not
be large enough to support the vertical raypath assumption. The wider incidence angles
needed to observe strong converted S-wave energy also threatens this assumption (Cox,
1999). Developments in multi-parameter full waveform inversion (FWI) also highlight the
need for long-offset and wide-angle data to overcome model parameter crosstalk (Operto
et al., 2013; Virieux and Operto, 2009). In this case, data preconditioning using surface-
consistent corrections may not provide adequate results (Qu et al., 2017).

Due to the difficulty in computing S-wave velocity models for the near surface, S-wave
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statics are usually computed by enhancing the coherency of PS events in common-receiver-
stacked sections. Schafer (1991) presented a comparison of methods ranging from hand-
picked statics on common-receiver stacks (Garotta and Granger, 1988), to those derived
from Monte Carlo simulated annealing (Eaton et al., 1991). These methods offer a surface-
consistent solution that provide adequate statics corrections for deep targets. However,
shallow and wide angle data may require raypath dependent corrections (Cox, 1999).

Henley (2012) introduced a raypath-consistent approach in which no near-surface ve-
locity model is needed. Instead, interferometric principles are employed to build a reference
wavefield that is free of near-surface effects. Raypath consistency is achieved by process-
ing the data in the radial-trace (RT) domain (Claerbout, 1983). Cova et al. (2017) extended
this approach to the 7-p domain in which the kinematics of the raypath-dependency can
honor vertical velocity changes.

Beginning with the kinematics presented by Cova et al. (2017), we have developed an
inversion algorithm to compute near-surface velocity models from the raypath-dependent
static corrections. In this way, we not only provide a set of S-wave statics corrections, but
we are able to compute a near-surface S-wave velocity model related to them. This velocity
information can be useful for converted-wave imaging and may provide an input into the
creation of starting models for elastic FWI algorithms.

This report is divided into three sections. We first explain the mathematical frame-
work that describes the kinematics of the raypath-dependency. Then, we compute syn-
thetic converted-wave data and test the inversion. Finally, we test our method on a real
converted-wave dataset from central Alberta, Canada.

RAYPATH-CONSISTENT NEAR-SURFACE CORRECTIONS

In a layered medium, the intercept time 7 represents the aggregate product of vertical
slownesses and thickness (Bessonova et al., 1974; Diebold and Stoffa, 1981; Hake, 1986):

n—1

T=) Ax(e +q) =1+, (1)

=0

where ¢; is the vertical slowness ¢; = cos(6;)/v; in the i-th layer and Az; is the layer
thickness Az; = z;4; — 2. The superscripts ¢ and * denote the downgoing and upgoing
legs of the raypath in Figure 1, respectively. For PS-waves the downgoing segments are
controlled by P-wave velocities and the upgoing by S-wave velocities.

Assuming that the near-surface spans the first m layers and that the receiver lies in the
zo = 0 plane, the upgoing 7-contribution in equation 1 can be rewritten as

n—1 m—1
"= Z Aziq + 2y + Z Zien (6 — @) - 2)
i=m =0

The first term in equation 2 gives the total upgoing 7-contribution from the conversion
point to the base of the m-th layer. The second term represents the contribution from the
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Upn—1;VUs,n—1

FIG. 1. PS raypath through a model with two dipping layers in the near-surface.

base of the m-th layer to the surface with vertical slowness ¢,,_1 = Uy _1/0m_1, as if the
overlying m layers were not present in the model. This term accounts for the replace-
ment process used in static corrections, with v,,,_; being the equivalent to the replacement
velocity and 6,,,_; is here introduced as the replacement raypath angle.

The effect of the near-surface is therefore contained in the last term of equation 2. To
remove the near-surface effect amounts to isolating and subtracting this term from the total
intercept time. The receiver-side near-surface correction can then be written as

m—1
AT = Z zip1 (@ — 4)') - 3)
=0

The correction shown in equation 3 represents a layer-stripping process in which the 7
contribution of each layer 7 is subtracted and replaced by the 7 contribution given by the
propagation parameters in the underlying (2 4 1) layer. Since the correction depends on the
vertical slowness ¢ of each layer, the raypath angles in each layer are honored.

The vertical slowness ¢ is related to the horizontal slowness or rayparameter value p by
the relationship p? + ¢® = s%, where s is the total slowness or the velocity inverse 1/v. In
a horizontally layered media, according to Snell’s law the rayparameter p is constant, even
if conversion occurs along the ray. Hence, by knowing the rayparameter on the surface
one can propagate this value through the subsurface if the geological conditions allow it.
Therefore, the vertical slowness in each layer can be expressed as

g = (s> —p?)"%. )

Equations 3 and 4 are used as the engine for computing static corrections in the 7-p
domain in a horizontally layered medium. Given the rayparameter values p measured at
the surface, the velocities and thicknesses of the near-surface layers, one can compute the
corrections needed to remove the effect of the near-surface in a raypath-consistent fashion.

CREWES Research Report — Volume 29 (2017) 3



Cova et. al

Elevation corrections

Elevation or datum corrections are often handled by assuming vertical raypaths associ-
ated with the velocity of the replacement medium (Cox, 1999). For the sake of consistency
we introduce a raypath-dependent elevation correction into our solution.

To extend the near-surface correction process up to a datum different from the recording
surface an additional term in equation 3 is needed. This term can be written as,

ATZ@U = (Zd - ZT) qgm—lv (5)

where z,; is the elevation of the final datum and z, is the receiver elevation, measured from
a fixed reference surface. Notice that for vertical raypaths, where ¢ = s, equation 5 reduces

to the most simple form of elevation correction A7Y, = (24 — 2,) /Um—1.

Dipping near-surface layers

For dipping interfaces equation 1 still holds (Diebold and Stoffa, 1981). However, a dip
correction is needed for each interface.

Two rotations can be used to address this problem. The first of them allows us to obtain
the projection of the total slowness vector along the base of each near-surface layer. The
apparent slowness p, at the base of the m-th layer can be expressed as,

Pa,m = PCOS gbm — dm sin ¢m~ (6)

According to Snell’s law the tangential slowness must be preserved across interfaces.
Therefore, the apparent perpendicular slowness on the (m — 1)-th medium can be computed
as

Qa,m—1 = (an_l - pz,m)l/2 . (7

However, these apparent slownesses are measured over the coordinate system defined
by the dipping interface. To obtain the tangential and perpendicular slownesses as measured
by the reference system defined by the recording surface one must apply a second rotation.
This rotation can be written as,

Pm—1 o COs ¢m sin ¢m Pa,m—1 (8)
qm—1 N —sin ¢m COS ¢m Qa,m—1

Equations 6 to 8 can be used to obtain the slownesses needed in equation 3 to compute
the near-surface corrections. By including a dip correction, any asymmetry that may be
present in the raypath dependent correction can be addressed (Cova et al., 2017).

Interferometric near-surface corrections in 7-p domain

Henley (2012) proposed an interferometric approach for near-surface corrections where
time differences are captured by computing the crosscorrelation between raw traces and a
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set of pilot traces. The latter are meant to approximate the recorded wavefield conditions
as if the near-surface velocity anomalies had not been present. The same operation can be
done in 7-p domain as shown by Cova et al. (2017). We propose using a fixed 7-p receiver
gather, where the near-surface velocity model is assumed to be known as the representation
of the reference wavefield. The 7-difference between the intercept-times at the j-th receiver
location and the reference location 7 is

ATgvcor'r,j =Tj — Tjy- (9)

Assuming that only the S-wave velocity structure of the first m layers in the near-surface
has changed and including the elevation correction term (equation 5), we can write,

—

3

m—

ATwcorr,j = Z Zit1,5 (Q?] - qy—i—l,j)—’_(zd - ZT,j) qu—l_ Zi+1,j0 (qgfjo - q;:_l,jo)_(zd - ZTJO) qgl—l'

‘ (10)

Il
o

= 7

Reordering terms in equation 10, we obtain an expression for the T-differences in terms
of the near-surface corrections at the reference and current locations:

ATxcorr,j = ATJ'O — ATj + (Zr,jo — erj) q;,l- (11)

Therefore, if the near-surface parameters at a reference location are known, the near-
surface corrections at a different location can be computed from the 7 differences captured
by the crosscorrelation. The last term in equation 11 allows us to include an elevation
correction in the solution. In the next section we explain an iterative inversion scheme for
computing the near-surface parameters.

INVERSION OF 7-DIFFERENCES

We employ a Gauss-Newton inversion approach to solve for the near-surface param-
eters. In this inversion an initial guess for the model parameters m is iteratively updated
until the minimum of an objective function ®(m) is reached. We used the Ly norm of the
data misfit (equation 12) as our objective function.

®(m) = ||g(m) — dons||*, (12)

where d,s is the observed data and g(m) is the forward modelled data for a given set of
model parameters m.

At the i-th iteration, the model parameters are updated as in equation 13.
m; = mj_; + 0m;, (13)
with the model update (ém) given by equation 14.

omy = [J(my) "I (my) + p1] " J(my)Tod, (14)
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where, 11 is a regularization weight, I is the identity matrix, (*) denotes the transpose oper-
ator and J(m) is the Jacobian or sensitivity matrix.

In the case of a two-layer near-surface model there are six parameters to be solved for
(21, 22, S0, S1, @1, P2). The associated sensitivity matrix is
_ [ 98(m) Og(m) dg(m) Og(m) Jg(m) Jg(m)

) == s os 0 00 00 | (15)

Using the formulae developed in the previous section, values for each of the derivatives
in equation 15 can be determined. Expressions for each of these terms are presented in the
following section.

Inversion sensitivities

The elements of the Jacobian matrix in equation 15 are obtained by taking partial deriva-
tives of equation 11 with respect to each one of the model parameters. In the case of a
two-layer velocity model the sensitivities related to the depth of each interface are

aATxcom‘

8— = q1 — qo, (16)
21

aATxcorr

5., L@ (17)
)

The derivatives with respect to the slownesses of the first two layers can be written as

aATxCOT’?" 2150
_ 18
. o <os(0), (18)
aATxcor?‘ o S1 .
05, daodos (22 — 21)Ga,0 cOS(¢2) + z1po sin(pa — ¢1)] . (19)
Where
Po = Ga,08I0(¢1) + Pao cos(¢r), (20)
and
Pao = P1cos(d1) — qisin(¢r). (21)

Equations 20 and 21 represent the tangential slownesses measured along the surface and
the base of the first layer respectively.

The sensitivity to changes in the dip of the first interface is given by

aATxcorr o Z1Po [

BrS Goo Ga,0 — D1 sin(¢1) — ¢ COS(¢1)] . (22)

Finally, we write the sensitivity to changes in the dip of the second interface in terms of
the derivatives of the vertical slowness as

aATzcorr
I

oq 0qo

87@ - 21%, (23)

= (21 — 22)
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FIG. 2. Definition of the resolution limit (\) below a receiver location. Model parameter variations
within the grayed area will not be resolved in the inversion.

with
0
aTZlg N qp_ll [psin(g2) + g2 cos(¢2) — ga], o
9 0
_83502 = o [q1 cos(¢1) — p1sin(e1)] [pa,o cos(1) — ga,0sin(¢1)] _8;12 (25)

The sensitivities for a one-layer model can be easily obtained by setting 2o = 21, S9 =
s1 and ¢ = ¢1. This will result in the vanishing of equations 17, 19 and 23.

Since the sensitivities to each extra layer depend on the parameters of the layers above
we stop our derivation at the second layer. Including further layers in the model will in-
crease the non-linearity of the problem, demanding a more complex inversion approach.

Lateral resolution

In spite of the assumption of a laterally homogeneous stratified medium, this condition
is only required in the area covered by the range of raypath angles used for the inversion.
Figure 2 illustrates this concept. Velocity variations withing the grayed area will not be
acounted for in the inversion. Moreover, they can introduce short-wavelength near-surface
effects that will not be resolved.

As illustrated in Figure 2, the lateral resolution of this method decreases with depth.
We define the length (A\) measured at the base of the near-surface layers as the resolution
limit of our approach. For a m-layered near-surface medium this can be computed as

m—1
AZZ'
Ai = 2Pmaz Z m; (26)
i=0 [ mazx

where P, 1s the absolute maximum rayparameter value measured at the surface. It is
assumed that the range of p-values is symmetric ranging from —p,,,qz t0 Prna-

For a near-surface model of one layer with a velocity of 500 m/s, thickness of 100 m
and a maximum rayparameter value of 1 x 1073 s/m, a lateral resolution of 115.5 m is
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FIG. 3. Velocity model used for testing inversion sensitivities. Location A was used as the reference
location were model parameter are assumed to be known. The goal of the inversion is to estimate
the model parameters under location B.

obtained. The rayparameter value and velocity used in this example equates to scanning
raypath angles from —30° to 30°.

Sensitivity to initial model parameters

Two models are required to initialize our inversion approach. First, model parameters
are required to be known at a reference location. Secondly, an initial guess for the current
location must be provided.

To test the sensitivity of the inversion to inaccuracies in the model parameters at the
reference location we performed a series of inversion tests. Figure 3 shows a near-surface
model with only one layer. Receiver location A is used as the reference location. We
set the initial guess for the model parameters at B to be 20% larger than the true model
parameters. We then performed the inversion using reference parameters with deviations
between +30% from the true values. Results are displayed in Figure 4a. There we can see
how the error in the estimation of each model parameters varies depending on the accuracy
of the model parameters for the reference location. Results show that the velocity of the
near-surface is the most sensitive parameters to errors at the reference location. The error
in the estimation of the velocity decreases as the reference parameters approach their true
value. Estimations for the depth and dip of the near-surface layer are more stable, partic-
ularly when the reference parameters are underestimated. The error in the dip estimations
increases significantly as the reference parameters are overestimated.

We then performed a series of inversions using the true parameters at the reference
location but with different initial parameters for the location B. The results on Figure 4b
show that model parameters were inverted with errors of less than 0.12% when the initial
guess ranged between +30% of their true values.

Similar tests were performed with the two-layer velocity model sketched in Figure 5.
The results on Figure 6a show that the errors in the estimations are more stable when
model parameters are underestimated. The dip of both layers and the velocity of the first
layer are the most sensitive parameters to errors in the reference parameters. In contrast,

8 CREWES Research Report — Volume 29 (2017)



Near-surface S-wave velocity model inversion

b)
0.16
0.14f —z,
—0
0.12 1

© © ©
=) =) = 34
s =) ® a

o
o
)

Error in estimation at current location (%)

-10 0 10 20 30
Error in initial model parameters (%)

1
=)
o
1
N
o

150

100

50

Error in estimation at current location (%)

—%O -20 -10 0 10 20 30
Error in reference location parameters (%)

FIG. 4. (a) Errors in the estimation of model parameters for a range of reference parameters
between £30% of the true model parameters at the reference location. (b) Errors in the estimation

of model parameters for a range of initial models between +30% of the true model parameters
under location B.
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FIG. 5. Two-layer model used for testing inversion sensitivities.

the depth of both layers and the velocity of the second layer are less affected by errors
in the reference parameters. Estimations for all parameters become highly unstable as the
reference parameters are overestimated. These instabilities could be related to singularities
in the sensitivities respect to each model parameter.

Figure 6b shows that the errors in the inversion of all parameters remained very stable,
particularly when the initial guess for each model parameter presented between -30% and
25% of error respect to the true values. Errors in the inversion increase significantly when
the initial parameters are overestimated by more than 25%.

SYNTHETIC DATA ANALYSIS

To examine the behavior of the inversion algorithm developed in the previous section,
we computed PS converted-wave synthetic traces via raytracing using the velocity model
illustrated in Figure 7. Notice that no P-wave velocity contrast exists between the near-
surface layer and the medium beneath. This simulates the case where P-wave statics have
already been removed. The S-wave velocity model consists of two near-surface layers with
velocities of 450 m/s and 600 m/s, respectively. A channel-like anomaly is included on the
right hand side of the model.

The effect of the near-surface structure on the travel times is evident on the source gather
shown in Figure 8a. This gather corresponds to the data recorded from a source located at
location B in Figure 7. The moveout of the converted-wave traveltimes has been clearly
deformed by the presence of low S-wave velocities in the near-surface. In contrast, the
receiver gather recorded by a receiver at location B (Figure 8b), displays a more coherent
moveout. Since there are no near-surface P-wave velocity changes, only P-wave elevation
statics were used on the source side.

Even though S-wave near-surface effects are not evident on receiver gathers they are
highlighted when comparing gathers from different locations. We do such comparison
after transforming the data to the 7-p domain. Figure 9 displays two receiver gathers,
corresponding to locations A and B in Figure 7, after transformation to the 7-p domain.
The third panel to the right shows the output crosscorrelation functions and the picks at
the maximum value of the functions. Notice that these picks match closely the modelled
7-differences predicted by equation 11. The two gaps around p=0 s/m and 0.19 x 1073 s/m
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FIG. 6. (a) Errors in the estimation of model parameters for a range of reference parameters
between £30% of the true model parameters at the reference location. (b) Errors in the estimation
of model parameters for a range of initial models between +30% of the true model parameters
under location B.
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FIG. 7. (a) S-wave and (b) P-wave velocity models used for raytracing PS-data. No near-surface
velocity changes exist on the P-wave velocity model to simulate the case where P-wave near-
surface effects have been already removed. Only P-wave elevation corrections are needed on the
source side for this case.
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FIG. 8. (a) Source and (b) receiver gathers obtained at location B in Figure 7. The imprint of
the structure of the near-surface layers is very clear on the source gather (a). Since source-side
elevation statics have been applied and no P-wave near-surface effects were modeled, the moveout
of the event in the receiver gather (b) displays no deformation.

are a results of the polarity reversals shown in Figure 8. Since the near-surface structure
beneath the receiver location B is dipping, the location of this polarity reversal is shifted
toward positive offsets. Polarity reversals should be addressed before 7-p transformation to
avoid the presence of artifacts in the output.

Gaussian pseudo-random noise with zero mean and a standard deviation of 4 ms was
added to the A7-picks to simulate pick errors. Figure 10 shows the inversion results in
the data domain. We assumed that model parameters for location B to be equal to those
in location A. Therefore, the initial guess of the 7-differences between these two locations
are zero. The stop criterion for the inversion code was the number of iterations. Inspection
of the evolution of the objective function values allowed us to inspect that the number
of iterations was enough to ensure convergence toward a stable solution. In this case,
after fifteen iterations the inversion converged to a solution very close to the actual model
parameters. Data residuals dropped from 18.7 ms to 4.3 ms, slightly above the noise level.
The depth of each near-surface layer were estimated at 40.8 m and 65.4 m respectively.
This represent an error of 5.8 m (12.4%) and -9.58 m (-17.2%) in the z; and z, estimations,
respectively. Since we used location A as a fixed reference location, any errors in the picks
at this location will be propagated to the rest of the model.

This process is repeated for all receiver locations to invert for the near-surface structure.
In Figure 11 the inverted S-wave velocity model for the near-surface is plotted. The dashed
lines represent the actual depths of the two interfaces defined in the original model. In the
area nearby the channel-like feature, the average absolute errors for the depths of the first
and second interfaces were 8.4 m (16.8%) and 14.6 m (14.6%), respectively. Outside of that
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FIG. 9. 7-p receiver gathers obtained at locations (a) A and (b) B in Figure 7. (c) Crosscorrelation
between (a) and (b). The maximum of the crosscorrelation functions matches the r-differences
given by equation 11.
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FIG. 10. Inversion results obtained from the 7-differences captured in Figure 9c. The same pa-
rameters assumed to be known at location A were used as the initial guess for the parameters at
location B. For this reason the initial model differences are zero. After 10 iterations the inverted
differences model the picked differences providing an estimation of the near-surface parameters at
location B.
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FIG. 11. Near-surface S-wave velocity model inverted from the synthetic data. The dashed lines
represent the actual depth of each velocity change. The average absolute errors are of 2.42 m and
3.52 m for the depth estimations and, 0.76 m/s and 5.2 m/s for the velocity estimations of the first
and second layer, respectively.

area the errors drop to 0.9 m (4.5%) and 0.6 m (1.2%), respectively. Velocity estimation
was stable along the model with average absolute errors of 0.1 m/s (0.02%) and 0.2 m/s
(0.03%) for the first and second layers, respectively.

These synthetic data results illustrate the process of using the 7-differences captured by
the crosscorrelation functions to obtain a S-wave velocity model for the near surface. In
the next section we apply this processing to a field dataset.

FIELD DATA EXAMPLE

The field data used in this part of the study were acquired by the Consortium for Re-
search in Elastic Waves Exploration Seismology (CREWES) in the Hussar area in Southern
Alberta (Margrave et al., 2012). The seismic survey consisted of a multicomponent 2D line
with sources and receivers spaced every 20 m and 10 m, respectively, over a length of 4.5
Km. Source-side statics were computed using the first arrivals recorded in the vertical com-
ponent data and surface-wave data were removed from all the components using a velocity
filter. In Figure 12 a common receiver stacked section using the radial (PS) component data
is plotted. There, near-surface/elevation effects are evident. Particularly, in the vicinity of
the receivers located between 1750 m and 2250 m along the line, all events display an im-
portant pull-down of about 100 ms. Many small-scale undulations are also observed along
the rest of the line. The vertical (PP) component sections processed in this area display
very continuous and coherent horizontal events (Henley, 2014).

Figures 13a and 13b display two different receiver gathers after surface-wave removal
and P-wave static correction. These receiver gathers correspond to locations A and B in
Figure 12, respectively. The transformation of these gathers to the 7-p domain is plotted
in Figures 13c and 13d. The 7-differences between the data recorded at these two receiver
locations is captured by the crosscorrelation operation (Figure 13e).

The 7-lags associated with the maxima of the crosscorrelation functions are then ex-
tracted and input into the inversion scheme outlined previously. Figure 14 displays the
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FIG. 12. Common-receiver stacked section for the Hussar dataset. Only source side statics were
applied at this stage. Notice the pull down of the events particularly on the traces around 1750 m
along the line. Shorter wavelength undulations are also observed along the section.

input and predicted data from the inverted model for this case. Only the absolute raypa-
rameter values between 0.5 x 10~* s/m and 3 x 10~* s/m were used in the inversion. Within
this range most of the crosscorrelation functions show significant energy. We chose not to
include picks from rayparameter values lower than 0.5 x 10~ s/m given that PS reflectiv-
ity is expected to be very low as the normal incidence condition is approached. The large
crosscorrelation energy around p = 0 s/m could be the result of coherent noise still present
in the data.

The near-surface parameters for the reference location A were taken from a previous
surface-wave velocity inversion study done with the same data (Askari et al., 2012). A two
layer velocity model was assumed with z; = 40 m, 2o = 100 m, vy = 400 m/s, v; = 600
m/s. The replacement velocity was set at 800 m/s. Since the maximum surface elevation
is 983.4 m we set the final datum at 990 m. As the initial guess for the receiver location B
we used the same parameters used for location A. For this reason the 7 differences mod-
eled with the initial parameters are zeros. The inverted model for the receiver location B
provided z; = 43.2 m, 2o = 101.7 m, vy = 390.2 m/s and v; = 568.6 m/s, with an average
misfit of 4.1 ms on the data domain.

The undulations on the picks on Figure 14 might be the result of short-wavelength near-
surface effects might still present in the data. These variations could be the result of fast
lateral velocity changes within the near-surface that are not accounted for in our method.

In Figure 15 the inverted velocity model and the average relative misfit obtained at each
receiver location are plotted. The largest velocity changes in the model are located nearby
the topographic high located around 1750 m. This anomaly appears to be the cause of the
pull down observed on the initial common-receiver stack (Figure 12). The relative average
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FIG. 13. Receiver gathers recorded at the positions (a) A and (b) B in Figure 12 and their 7-p
representations (c) and (d), respectively. (e) Crosscorrelation between (c) and (d). Notice that the

crosscorrelation functions display significant energy for absolute rayparameter values smaller than
3 x10~*s/m.
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FIG. 14. Data domain inversion results. Only 7-differences between 3x10~* s/m and 0.5x 10~ s/m
were used for the inversion. The average misfit between the final modeled data and the input data
is 4.1 ms.

misfit along the section was 0.51, decreasing to about 0.11 for the receivers closer to the
reference location. According to these results the data computed using the inverted velocity
model differs by 51% from the measured data. Receiver locations with large relative misfit
values (~ 1) displayed very low signal-to-noise ratio and low crosscorrelation energy. The
misfit increases toward the end of the lines as a result of fewer rayparameter values available
for the inversion.

The rayparameter-dependent static corrections computed from this model are plotted in
Figure 16. The correction due to elevation changes is displayed on Figure 16a and the com-
ponent due to near-surface variations is displayed on Figure 16b. Both corrections display
similar absolute magnitude ranges for this dataset. Elevation corrections range between -50
ms and -110 ms while near-surface corrections range between 10 ms and 110 ms. The total
static corrections displayed on Figure 16¢ are indicative of a negative correction (~ —25
ms) around 1750 m that should remove the pull down present in the common receiver
stack. This range of values contrasts with the results reported by Askari et al. (2012) where
static corrections between 20 and -10 ms were obtained. The investigation depth of their
MASW velocity model was of maximum 50 m. These two observations motivated our
claim that static corrections computed from MASW velocity models may underestimate
the near-surface effects.

After applying the trace shifts displayed in Figure 16c to the 7-p receiver gathers, the
data were transformed back to the x-t domain. The new common receiver stack is dis-
played in Figure 17. Notice how all deformations present in Figure 12 have been removed.
Especially for times earlier than 1 s, more events are now visible and the data display an
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FIG. 15. (a) Relative inversion misfit (ratio between the average misfit and the average measured
AT) per receiver location, and (b) inverted near-surface S-wave velocity model for the field data.
The average misfit is 0.51, which indicates that the inverted model explains about 51% of the data.
Misfit values increase toward the end of the line as a result of having fewer rayparameter values
available for the inversion.

improved coherence.

For comparison, a common receiver stack obtained using a surface-consistent solution,
which is standard processing, is displayed in Figure 18. There, events shallower than 1
s show significantly lower degree of continuity. Moreover, the overall coherency of the
events in the section is lower than in Figure 17.

CONCLUSIONS

Removing near-surface effects in a raypath-consistent framework provides stacked sec-
tions with enhanced coherence and resolution. Our approach removes raypath-dependent
near-surface effects while simultaneously extracting information about the velocities in the
near-surface. In this way, the corrections applied to the data can be removed at later stages
of the processing if needed. Also, the velocity information about the near-surface layers
can be useful for building velocity models for migration or elastic full waveform inversion.

The raypath-dependent solution presented here assumes a stratified near-surface. As in
the MASW method the velocity model here obtained is constructed from several 1D inver-
sions that are merged assuming smooth velocity changes between measurement locations.
As aresult, this approach may be counter-indicated in areas with structurally complex near-
surface conditions.

A single reference location was used in our inversion constraining the results to solu-
tions close to the model parameters affecting the reference location. This setup provided
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FIG. 16. Rayparameter dependent corrections: (a) elevation, (b) near-surface and (c) total cor-
rections. A significant anomaly is observed on the three panels around 1750 m. Overall the total

near-surface correction varies from 50 ms at the origin of the section to -50 ms on the opposite
side.
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FIG. 17. Common-receiver stacked section after applying rayparameter dependent near-surface
corrections. Notice how continuity and coherency of the events have been improved in comparison

to Figure 12. Shallow events (<1 s) are now easier to identify and the undulations have been
removed.
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FIG. 18. Common-receiver stacked section after applying surface-consistent static corrections.
Though the undulations and shifts have been removed the coherency and stack power of shallow
events is poor.

very low misfit values (~ 4 ms) for the receivers nearby the reference location. However,
these misfit levels could not be reached at any other location along the line. This implies
that more than one reference locations might be needed to obtain a better calibration along
larger seismic lines.

Even though the field data processing shown here considered a two-layered velocity

model, the physical framework presented earlier allows for models with several layers. The
extension of this approach into a tomographic solution is also possible and this application
remains to be explored.
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