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#### Abstract

We consider a continuous version of Gabor multipliers: operators consisting of a short-time Fourier transform, followed by multiplication by a distribution on phase space (called the Gabor symbol), followed by an inverse short-time Fourier transform, allowing different localizing windows for the forward and inverse transforms. For a given pair of forward and inverse windows, which linear operators can be represented as a Gabor multiplier, and what is the relationship between the (non-classical) Kohn-Nirenberg symbol of such an operator and the corresponding Gabor symbol? These questions are answered completely for a special class of "compatible" window pairs. In addition, concrete examples are given of windows that, with respect to the representation of linear operators, are more general than standard Gaussian windows. The results in the paper help to justify techniques developed for seismic imaging that use Gabor multipliers to represent nonstationary filters and wavefield extrapolators.


## INTRODUCTION

This paper is concerned with the representation of linear operators by Gabor multipliers. For us a Gabor multiplier is an operator of the form: a short-time Fourier transform, followed by multiplication by a distribution on phase space-called the Gabor symbol-followed by an inverse short-time Fourier transform. We explicitly allow the analysis window, upon which the forward short-time Fourier transform is based, to be different from the synthesis window, which serves as the basis for the inverse short-time Fourier transform.

More precisely, we study the representation of general (i.e., non-classical) KohnNirenberg pseudodifferential operators-see for example [4]-by means of Gabor multipliers. As is well-known, the class of general Kohn-Nirenberg operators is simply all linear operators (essentially this is a version of the Schwartz kernel theorem-see (5) in Section 2.1). However, our aim is to analyze the correspondence between the KohnNirenberg symbol, which in the general setting is an arbitrary distribution, and the Gabor symbol, of a given operator, provided the latter exists. The Gabor symbol of an operator depends on a choice of analysis and synthesis windows; indeed for a fixed window pair, there may be a limited class of linear operators that may be represented as a Gabor multiplier.

As far as we know the problem of representing Kohn-Nirenberg operators exactly by (our version of) Gabor multipliers is new, and in this paper we confine ourselves to the following two fundamental questions.

For a given pair of analysis and synthesis windows, which Kohn-Nirenberg operators may be represented as a Gabor multiplier?

Are there explicit formulas relating the Gabor and Kohn-Nirenberg symbols?
Much of the paper rests on a key technical notion of "compatible window pair". For such windows we have a complete answer to both of the above questions. A common window choice for the short-time Fourier transform is a Gaussian, both as analysis and synthesis windows, and this serves as the prototype of a compatible window pair. One concrete result that emerges from our analysis of compatible windows is a new type of window, which we call an "extreme value" window-an analytic, rapidly decreasing window, with analytic, rapidly decreasing Fourier transform. It is more general than a Gaussian in the sense that the class of operators that can be represented as a Gabor multiplier based on Gaussian windows is a proper subset of the class that can be represented using extreme value windows.

The basic questions that we address here are motivated by a particular application, seismic imaging, where pseudodifferential operators play an important role [6,7] and Gabor multipliers have been successfully implemented as an efficient and flexible method of seismic deconvolution [8]. These implementations rest on the fact that there exist efficient numerical schemes, described in [5], by which to evaluate discretized versions of Gabor multipliers. But something that has been lacking so far is a theoretical analysis of the relationship between the original operators-i.e. extrapolators or filterswhich are easily expressed as Kohn-Nirenberg operators, and the corresponding continuous Gabor multipliers that have been used to stand in for them. The results presented here serve to fill in the gap.

There is an important issue concerning the evaluation of linear operators in practical applications that we do not address in the present paper, namely, to quantify the degree of approximation to a continuous Gabor multiplier that is attained by discretized versions of it. For results in this direction, see, for example, Feichtinger and Nowak (2003) and [9].

The paper is organized as follows. The mathematical framework in which we formulate the problems described above is made precise in Section 2.1, where we fix the basic notational conventions. Theorem 1 of Section refsec-schwartzkernel gives a straightforward way to express the Schwartz kernel of a linear operator in terms of its Gabor symbol, which in turn yields an expression for the Kohn-Nirenberg symbol in terms of the Gabor symbol. The converse problem of expressing the Gabor symbol in terms of the Kohn-Nirenberg symbol seems to be much more difficult, and takes up the bulk of the paper. Section 2.3 provides the basic motivation for our key technical definition of compatible windows in Section 3.1. An alternate definition of compatibility, proved in Theorem 2 of Section 3.2 to be equivalent to the original, leads to a sequence of technical results in Section 3.2 that lay the groundwork for our main Theorems. These are Theorem 3 and Theorem 4 of Section 3.3. In Section 3.4 we apply Theorem 4 to show that extreme value windows serve to represent a wider class of linear operators as Gabor multipliers than is possible with Gaussian windows. We discuss briefly in Section 3.5 a natural extension of the notion of compatibility to singular windows. Lastly, Section 4 provides a short summary of the paper.

## PRELIMINARIES

## Notation and conventions

Our notation is mostly standard, with the exceptions that: (i) we use the version of the Fourier transform that has a factor of $2 \pi$ in the exponent, and (ii) we take tempered distributions to be continuous, conjugate linear, rather than linear, functionals on the space of Schwartz class functions. Generally speaking, we deal with functions and distributions on $\mathbf{R}^{n}$, where the value of $n$ is fixed within a given context, and $\mathbf{R}^{n}$ is always the domain of integration, which we omit. We indicate a point in $R^{2 n}$ by a pair $(x, y)$ of points $x, y \in \mathbf{R}^{n}$, and integration over $\mathbf{R}^{2 n}$ is indicated by a pair of integral signs. For convenient reference, we have compiled in Table 1 a list of some of the function spaces and operators that we use repeatedly.

We work within the basic framework of $\mathcal{L}_{n}$, the space of continuous, linear operators

$$
L: S_{n} \rightarrow S_{n}^{\prime}
$$

making frequent use of the correspondence between $\mathcal{L}_{n}$ and $S_{2 n}^{\prime}$ [10]. More precisely, given a linear operator $L \in \mathcal{L}_{n}$, there is a unique distribution $K=K(L) \in S_{2 n}^{\prime}$, its Schwartz kernel, that satisfies the equation

$$
\begin{equation*}
\langle K, \theta \otimes \bar{\varphi}\rangle=\overline{\langle L \varphi, \theta\rangle} \forall \varphi, \theta \in S_{n} \tag{1}
\end{equation*}
$$

And conversely, given $K \in S_{2 n}^{\prime}$, the equation (1) evidently determines a unique $L \in \mathcal{L}_{n}$. (Here $\otimes$ denotes the tensor product: $f \otimes g(x, y)=f(x) g(y)$.) The adjoint of a linear operator $L \in \mathcal{L}_{n}$ is the linear operator $L^{*} \in \mathcal{L}_{n}$ defined by the equation

$$
\begin{equation*}
\left\langle L^{*} \varphi, \theta\right\rangle=\overline{\langle L \theta, \varphi\rangle} \forall \varphi, \theta \in S_{n} \tag{2}
\end{equation*}
$$

In order for the operator $\mathcal{T}_{\mu}$, listed in Table 1, to be well-behaved, some restrictions have to be placed on $\psi$; in this regard we introduce the notion of a "tempered change of variables", as follows.

Definition 1. We say that a smooth, invertible map

$$
\psi: R^{m} \rightarrow R^{m}
$$

is a tempered change of variables if each of the operators $\mathcal{T}_{\psi}, \mathcal{T}_{\psi}^{*}, \mathcal{T}_{\psi^{-1}}, \mathcal{T}_{\psi^{-1}}^{*}$ maps $S_{m}$ into $S_{m}$.

There is one tempered change of variables on $\mathrm{R}^{2 n}$ whose corresponding operator we assign a special notation:

$$
\begin{equation*}
\mathcal{T}_{-}=\mathcal{T}_{\psi_{-}}, \text {where } \psi_{-}(x, y)=(x, y-x) . \tag{3}
\end{equation*}
$$

Given an arbitrary tempered distribution $\sigma(x, \xi) \in S_{2 n}^{\prime}$, we write $\sigma(X, D)$ for the operator defined by the formula

$$
\begin{equation*}
\sigma(X, D): S_{n} \rightarrow S_{n}^{\prime} ; \quad \sigma(X, D) \varphi(x)=\int e^{2 \pi i x \cdot \xi} \sigma(x, \xi) F \varphi(\xi) d \xi \tag{4}
\end{equation*}
$$

(Here $X: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ denotes the identity map, so that, for example, $X^{\alpha}(x)=x^{\alpha} . D$ stands for the differential operator $D=\frac{1}{2 \pi i} \partial$.) We refer to $\sigma(X, D)$ as a KohnNirenberg pseudodifferential operator; the distribution $\sigma(x, \xi)$ is its Kohn-Nirenberg symbol.

In the context of classical pseudodifferential operators, where the symbol $\sigma(x, \xi)$ is required to be smooth and of bounded growth, the integral on the right-hand side of (4) is inherently well-defined. A simple way to give the integral an unambiguous interpretation in the present much more general setting is to define $\sigma(X, D)$ in terms of its Schwartz kernel:

$$
\begin{equation*}
K(\sigma(X, D))=\mathcal{T}_{-} \mathcal{F}_{2} \sigma . \tag{5}
\end{equation*}
$$

Since each of the operators $\mathcal{T}_{-}$and $\mathcal{F}_{2}$ carries $S_{2 n}^{\prime}$ bijectively onto itself, it is evident from the representation (5) that the class of Kohn-Nirenberg pseudodifferential operators on $\mathrm{R}^{n}$ is identical with $\mathcal{L}_{n}$ itself. Among the various ways to represent a linear operator, however, the Kohn-Nirenberg symbol and accompanying formal representation (4) are of particular interest since, from the physical point of view, they are natural both for partial differential operators and for nonstationary filters [4]. In other words, in applications one is sometimes given the Kohn-Nirenberg symbol of a linear operator directly.

Note that the Kohn-Nirenberg symbol $\sigma_{L}$ and the Schwartz kernel $K(L)$ of a linear operator $L: S_{n} \rightarrow S_{n}^{\prime}$ both belong to $S_{2 n}^{\prime}$. But there is a sense in which these are distinct versions of $S_{2 n}^{\prime}$, in that $\sigma_{L}$ is a distribution on phase space, $\mathbf{R}^{n} \times \widehat{\mathbf{R}^{n}}$, while $K(L)$ is a distribution on the cross product $\mathbf{R}^{n} \times \mathbf{R}^{n}$ of the underlying space with itself. Indeed, since it is sometimes useful to make this distinction between space and frequency, we reserve $\xi$ and $\eta$ for frequency variables, using other letters (such as $x, y, \tau, t, v, w$ ) for spacial variables.

Table 1. Notation

Function and distribution spaces
$S_{n} \quad$ Schwartz class functions $\varphi: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$
$S_{n}^{\prime} \quad$ (conjugate linear) tempered distributions $u: S_{n} \rightarrow \mathbf{C}$
$P_{n} \quad \mathbf{C}^{\infty}$ functions $\varphi: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ such that $\left|\partial^{\alpha} \varphi\right|$ is bounded by a polynomial $P_{\alpha}$ for every multi-index $\alpha$

## Description

Operators

Composition with a change of variables

$$
\tau_{\psi}
$$

$$
\varphi \mapsto \varphi \circ \psi
$$

$$
\tau_{\psi}^{*}=\left|\operatorname{det} J_{\psi-1}\right| \tau_{\psi-1}
$$

$\psi: \mathbf{R}^{m} \rightarrow \mathbf{R}^{m}$
Fourier transform

$$
\begin{array}{rlr}
F: S_{n} \rightarrow S_{n} & \varphi(x) \mapsto \hat{\varphi}(\xi) & F^{*}=F^{-1} \\
\left(S_{n}^{\prime} \rightarrow S_{n}^{\prime}\right) & =\int e^{-2 \pi i \xi \cdot x} \varphi(x) d x &
\end{array}
$$

Partial Fourier transform $\mathcal{F}_{1}: S_{2 n} \rightarrow S_{2 n} \quad \varphi(x, y) \mapsto F_{1} \varphi(\xi, y) \quad F_{1}^{*}=F_{1}^{-1}$

$$
\left(S_{2 n}^{\prime} \rightarrow S_{2 n}^{\prime}\right)=\int e^{-2 \pi i \xi \cdot x} \varphi(x, y) d x
$$

Partial Fourier transform $F_{2}: S_{2 n} \rightarrow S_{2 n} \quad \varphi(x, y) \mapsto F_{1} \varphi(x, \eta) \quad F_{2}^{*}=F_{2}^{-1}$

$$
\left(S_{2 n}^{\prime} \rightarrow S_{2 n}^{\prime}\right)=\int e^{-2 \pi i n \cdot y} \varphi(x, y) d y
$$

Modulation $\quad \mathcal{M}_{\xi}: S_{n} \rightarrow S_{n} \quad \varphi(x) \mapsto e^{2 \pi i \xi \cdot x} \varphi(x) \quad \mathcal{M}_{\xi}^{*}=\mathcal{M}_{-\xi}$ $\left(S_{n}^{\prime} \rightarrow S_{n}^{\prime}\right)$
Translation

$$
\begin{array}{rlr}
\mathcal{T}_{x} & : S_{n} \rightarrow S_{n} \quad \varphi(t) \mapsto \varphi(t-x) & \mathcal{T}_{x}^{*}=\mathcal{T}_{-x} \\
& \left(S_{n}^{\prime} \rightarrow S_{n}^{\prime}\right) &
\end{array}
$$

Multiplication by $a \in S_{m}^{\prime} \quad N_{\alpha}: \mathscr{P}_{m} \rightarrow S_{m}^{\prime} \quad \varphi \mapsto a \varphi$

## The Schwartz kernel of a general Gabor multiplier

If $g: \mathbf{R}^{n} \rightarrow \mathbf{C}$ is measurable and bounded by a polynomial, then the formula

$$
V_{g} \varphi(x, \xi)=\overline{\left\langle M_{\xi} T_{x} g, \varphi\right\rangle}
$$

defines a short-time Fourier transform $V_{g}: S_{n} \rightarrow \mathscr{P}_{2 n}$ with analysis window $g$. The basic theory of short-time Fourier transforms is described in [4]. For $\gamma \in S_{n}$, the range of $V_{\gamma}$ lies in $S_{2 n}$; the adjoint $V_{\gamma}^{*}$ of $V_{\gamma}$ is the map

$$
V_{\gamma}^{*}: s_{2 n}^{\prime} \rightarrow s_{n}^{\prime} ; \quad\left\langle V_{r}^{*} u, \varphi\right\rangle=\left\langle u, V_{\gamma} \varphi\right\rangle .
$$

If the distribution $u \in S_{2 n}^{\prime}$ happens to be an $L^{2}$ function, then $V_{\gamma}^{*} u$ is given by the formula

$$
V_{\gamma}^{*} u(t)=\iint_{u(x, \xi) M_{\xi} T_{x} \gamma(t) d x d \xi . . . . .}
$$

Definition 2. Let $g: \mathbf{R}^{n} \rightarrow \mathbf{C}$ be measurable and bounded by a polynomial, and let $\gamma \in S_{n}$. If in addition $\langle g, \gamma\rangle \neq 0$, then we say that each of $(g, \gamma)$ and $(\gamma, g)$ is a window pair on $\mathbf{R}^{n}$.

It is a basic fact about the short-time Fourier transform that for any window pair ( $g, \gamma$ ), the map

$$
\begin{equation*}
\frac{1}{\langle g, \gamma\rangle} V_{\gamma}^{*} V_{g}: S_{n} \rightarrow S_{n} \tag{6}
\end{equation*}
$$

is the identity. Recall from Table 1 that we use the symbol $N_{a}$ to denote multiplication by $a$.

Definition 3. Given a window pair $(g, \gamma)$ on $\mathbf{R}^{n}$ and a distribution $a \in S_{2 n}^{\prime}$, we call

$$
\mathcal{M}_{a}^{\mathrm{g}, \gamma}=\frac{1}{\langle g, \gamma\rangle} V_{\gamma}^{*} N_{a} V_{g}
$$

a Gabor multiplier; we refer to the distribution a as its Gabor symbol.
(Note that Feichtinger and Nowak [1] use the term "short-time Fourier transform multiplier" for a Gabor multiplier based on identical windows $(g, g)$, while in Feichtinger and Nowak (2003) "Gabor multiplier" refers to a more general object than we have defined.) A Gabor multiplier, in the sense of Definition 3, is a linear operator belonging to $\mathcal{L}_{n}$. Its adjoint is also a Gabor multiplier, and the precise connection between the two works out as follows.

Proposition 4. For any window pair $(g, \gamma)$ and any distribution $a \in S_{2 n}$, the adjoint of the Gabor multiplier $\mathcal{M}_{a}^{\mathrm{g}, \gamma}$ is $\left(\mathcal{M}_{a}^{\mathrm{g}, \gamma}\right)^{*}=\mathcal{M}_{\bar{a}}^{\gamma, g}$.

Roughly speaking, the defining structure of a Gabor multiplier means that it carries an implicit diagonalization on phase space. From the theoretical point of view, this fact makes it desirable to express, if possible, a given linear operator $L \in \mathcal{L}_{n}$ as a Gabor multiplier, the structure of the operator then being encoded in its Gabor symbol. It is also desirable to express an operator as a Gabor multiplier from the point of view of applications, since there exist fast computational methods to evaluate discretized Gabor multipliers [5].

The main problem that we are concerned with in the present paper is to express a given Kohn-Nirenberg pseudodifferential operator as a Gabor multiplier. Before considering the issue in detail, we deal briefly with the converse problem, of expressing a given Gabor multiplier as a pseudodifferential operator. In light of the expression (5) for the Schwartz kernel of a pseudodifferential operator, the latter problem is equivalent to computing the Schwartz kernel of a Gabor multiplier. This turns out to be relatively straightforward, and can be carried out in full generality. In stating the basic result we make use of the following notation. Let $S: S_{4 n} \rightarrow S_{2 n}$ denote the map defined by

$$
S \rho(x, \xi)=\rho(x, x, \xi,-\xi)
$$

The corresponding adjoint is the map

$$
S^{*}: S_{2 n}^{\prime} \rightarrow S_{4 n}^{\prime} ; \quad\left\langle S^{*} u, \varphi\right\rangle=\langle u, S \varphi\rangle .
$$

Theorem 1. An arbitrary Gabor multiplier $\mathcal{M}_{a}^{\mathrm{g}, \gamma}$ has Schwartz kernel

$$
\begin{equation*}
\mathcal{K}\left(\mathcal{M}_{a}^{g, \gamma}\right)=\frac{1}{\langle g, \gamma\rangle} V_{\gamma \otimes \bar{g}}^{*} S^{*} a . \tag{7}
\end{equation*}
$$

Proof. Note that

$$
\left\langle\mathcal{M}_{a}^{\mathrm{g}, \gamma} \varphi, \theta\right\rangle=\frac{1}{\langle g, \gamma\rangle}\left\langle a, \overline{V_{g} \varphi} V_{\gamma} \theta\right\rangle
$$

and

$$
\begin{aligned}
\overline{V_{g} \varphi} V_{\gamma} \theta(x, \xi) & =\overline{\int \varphi(t) e^{-2 \pi i \cdot \cdot \xi} \bar{g}(t-x) d t} \int \theta(\tau) e^{-2 \pi i \cdot \cdot \xi} \bar{\gamma}(\tau-x) d \tau \\
& =\iint \bar{\varphi}(t) e^{2 \pi i t \cdot \xi} g(t-x) \theta(\tau) e^{-2 \pi i \tau \cdot \xi} \bar{\gamma}(\tau-x) d \tau d t
\end{aligned}
$$

$$
\begin{align*}
& \quad=\iint e^{2 \pi i(t-\tau) \cdot \xi} \bar{\gamma}(\tau-x) g(t-x) \theta \otimes \bar{\varphi}(\tau, t) d \tau d t  \tag{8}\\
& =\iint e^{-2 \pi i(\tau, t) \cdot(\xi,-\xi)} T_{(x, x)} \bar{\gamma} \otimes g(\tau, t) \theta \otimes \bar{\varphi}(\tau, t) d \tau d t \\
& =V_{\gamma \otimes \bar{g}} \theta \otimes \bar{\varphi}(x, x, \xi,-\xi)
\end{align*}
$$

Thus,

$$
\begin{aligned}
\left\langle\mathcal{M}_{a}^{g, \gamma} \varphi, \theta\right\rangle & =\frac{1}{\langle g, \gamma\rangle}\left\langle a, S V_{\gamma \otimes \bar{g}} \theta \otimes \bar{\varphi}\right\rangle \\
& =\frac{1}{\langle g, \gamma\rangle}\left\langle V_{\gamma \otimes \bar{g}}^{*} S^{*} a, \theta \otimes \bar{\varphi}\right\rangle .
\end{aligned}
$$

Since generalized Kohn-Nirenberg operators encompass all of $\mathcal{L}_{n}$, given an arbitrary Gabor multiplier $\mathcal{M}_{a}^{g, \gamma}$ on $\mathbf{R}^{n}$, there exists a distribution $\sigma \in S_{2 n}$ such that $\sigma(X, D)=\mathcal{M}_{a}^{\mathrm{g}, \gamma}$. By Theorem 1, this is equivalent, in terms of Schwartz kernels, to the equation

$$
\begin{equation*}
\mathcal{T}_{-} \mathcal{F}_{2} \sigma=\frac{1}{\langle g, \gamma\rangle} V_{\gamma \otimes \bar{g}}^{*} S^{*} a, \tag{9}
\end{equation*}
$$

which can be solved for $\sigma$ in terms of $a$ to yield

$$
\begin{equation*}
\sigma=\frac{1}{\langle g, \gamma\rangle} F_{2}^{-1} \mathcal{T}_{-}^{-1} V_{\gamma \otimes \overline{\mathrm{g}}}^{*} S^{*} a \tag{10}
\end{equation*}
$$

In contrast, there is no obvious way to solve equation (9) for $a$ in terms of $\sigma$, since neither of the operators $V_{\gamma \otimes \bar{g}}^{*}$ or $S^{*}$ is injective. Indeed, determining the Gabor symbol that corresponds to a given Kohn-Nirenberg symbol seems to be a much more intricate problem.

## Identical Gaussian windows

Let us specialize to the case of a window pair consisting of identical Gaussians, $g(t)=\gamma(t)=e^{-\pi t^{2}}$, where we use the notation $t^{2}=t \cdot t$ for $t \in \mathbf{R}^{n}$. The special structure of these windows means that we can obtain an alternate formula for the Schwartz kernel of any Gabor multiplier based on them.

The key point in our proof of Theorem 1, at which we can take advantage of our present choice of Gaussian windows, is the integral (8). The integrand involves the product

$$
\begin{aligned}
\bar{\gamma}(\tau-x) g(t-x) & =e^{-\pi(\tau-x)^{2}} e^{-\pi(t-x)^{2}} \\
& =e^{-2 \pi\left(\frac{(5+1-x)^{2}}{2}\right.} e^{-\frac{\pi}{2}(t-\tau)^{2}} .
\end{aligned}
$$

Thus, in terms of the tempered change of variables

$$
(v, w)=\left(\frac{\tau+t}{2}, t-\tau\right),
$$

we see that $\bar{\gamma}(\tau-x) g(t-x)$ has the form

$$
\begin{equation*}
\bar{\gamma}(\tau-x) g(t-x)=G_{1}(v-x) G_{2}(w), \tag{11}
\end{equation*}
$$

where $G_{1}(v)=e^{-2 \pi v^{2}}$ and $G_{2}(w)=e^{-\frac{\pi}{2} w^{2}}$. Substituting (11) into the expression (8) for $\overline{V_{g} \varphi} V_{\gamma} \theta$, we obtain

$$
\begin{gather*}
\overline{V_{g} \varphi} V_{\gamma} \theta=\iint^{2 \pi i(t-\tau) \cdot \xi} G_{1}(v-x) G_{2}(w) \theta \otimes \bar{\varphi}(\tau, t) d \tau d t \\
=\iint^{2 \pi i w \cdot \xi} G_{1}(v-x) G_{2}(w) \theta \otimes \bar{\varphi} \circ \psi^{-1}(v, w)\left|\operatorname{det} J_{\psi^{-1}}\right| d v d w \\
=\iint e^{2 \pi i w \cdot \xi} T_{(x, 0)} G_{1} \otimes G_{2}(v, w) \mathcal{T}_{\psi}^{*} \theta \otimes \bar{\varphi}(v, w) d v d w \\
=\int e^{2 \pi i w \cdot \xi}\left(\int T_{(x, 0)} G_{1} \otimes G_{2}(v, w) \tau_{\psi}^{*} \theta \otimes \bar{\varphi}(v, w) d v\right) d w \\
=F_{2}^{-1}\left(\widetilde{G}_{1} \otimes G_{2} *_{1} \tau_{\psi}^{*} \theta \otimes \bar{\varphi}\right), \tag{12}
\end{gather*}
$$

where $\widetilde{G}_{1}(v)=G_{1}(-v)$ and $*_{1}$ denotes convolution with respect to the first $n$ variables. Replacing $F_{2}^{-1}$ with $\mathcal{F}_{2}^{-1}$, and carrying $F_{1}$ through the convolution, we obtain from (12) that

$$
\overline{V_{g} \varphi} V_{\gamma} \theta=F^{-1}\left(\widehat{\widetilde{G}}_{1} \otimes G_{2} \mathcal{F}_{1} \mathcal{T}_{\psi}^{*} \theta \otimes \bar{\varphi}\right) .
$$

Proceeding as in the proof of Theorem 1, this leads to the following formula for the Schwartz kernel of $\mathcal{M}_{a}^{g, \gamma}$ :

$$
\begin{equation*}
K\left(\mathcal{M}_{a}^{g, \gamma}\right)=\frac{1}{\langle g, \gamma\rangle} \mathcal{T}_{\psi} \mathcal{F}_{1}^{-1} N_{{\hat{G_{1}}}_{\otimes} \bar{G}_{2}} F a . \tag{13}
\end{equation*}
$$

Recalling that $g(t)=\gamma(t)=e^{-\pi t^{2}}, G_{1}(v)=e^{-2 \pi v^{2}}$, and $G_{2}(w)=e^{-\frac{\pi}{2} w^{2}}$, we have

$$
\widehat{\bar{G}}_{1}^{\otimes} \bar{G}_{2}(\eta, w)=2^{-\frac{n}{2}} e^{-\frac{\pi}{2} \eta^{2}} e^{-\frac{\pi}{2} w^{2}} .
$$

Since $\langle g, \gamma\rangle=\int e^{-2 \pi t^{2}} d t=2^{n / 2}$, the formula (13) simplifies as in the next proposition.

Proposition 5. Let $g(t)=\gamma(t)=e^{-\pi t^{2}}$ be identical Gaussians on $\mathbf{R}^{n}$. Then for any $a \in S_{2 n}^{\prime}$, the Schwartz kernel of $\mathcal{M}_{a}^{g, \gamma}$ is

$$
\begin{equation*}
K\left(\mathcal{M}_{a}^{g, \gamma}\right)=\mathcal{T}_{\psi} \mathcal{F}_{1}^{-1} N_{G} F a, \tag{14}
\end{equation*}
$$

where $G: \mathbf{R}^{2 n} \rightarrow \mathbf{R}$ is the Gaussian $G(\eta, w)=e^{-\frac{\pi}{2}(\eta, w)^{2}}$ and $\psi$ is the tempered change of variables $\psi(\tau, t)=\left(\frac{\tau+t}{2}, t-\tau\right)$.

Each of the operators $\mathcal{T}_{\psi}, \mathcal{F}_{1}{ }^{-1}, N_{G}$ and $\mathcal{F}$ occurring in the expression (14) for the Schwartz kernel of $\mathcal{M}_{a}^{g, \gamma}$ is injective. Therefore if $\mathscr{M}_{a}^{g, \gamma}=\sigma(X, D)$, we can, by comparing the Schwartz kernels of the two operators, express the Gabor symbol of $\mathscr{M}_{a}^{\mathrm{g}, \gamma}$ in terms of $\sigma$ as

$$
\begin{equation*}
a=F^{-1} N_{H} F \sigma \text {, where } H(\eta, y)=e^{\frac{\pi}{2}(\eta, y)^{2}-\pi i \eta \cdot y} . \tag{15}
\end{equation*}
$$

Moreover, for a given $\sigma \in S_{2 n}^{\prime}$, the operator $\sigma(X, D)$ can be expressed as a Gabor multiplier based on identical Gaussian windows only if the expression (15) yields a welldefined tempered distribution $a$. (Note that (15) cannot be written as a convolution, because the rapidly increasing function $H$ does not have a Fourier transform.)

Are there window pairs $(g, \gamma)$ other than identical Gaussians for which one can obtain results analogous to these? The purpose of this paper is to describe a class of window pairs for which this is possible.

## MAIN RESULTS

## Definition and examples of compatible window pairs

The expression (14) for the Schwartz kernel of a Gabor multiplier based on identical Gaussians is the basis for the formula (15). With an eye to obtaining more general results along these lines, we investigate the class of all window pairs for which a formula analogous to (14) exists. In this regard the essential property of a Gaussian is the factorization rule (11), so we focus on the class of all window pairs that obey such a rule. This leads directly to the following key technical notion.

Definition 6. We say that a window pair $(g, \gamma)$ on $\mathbf{R}^{n}$ is compatible, and that $g$ and $\gamma$ are compatible windows, if there exist functions $G_{1}, G_{2}: \mathbf{R}^{n} \rightarrow \mathbf{C}$ and a tempered change of variables $(v, w)=\psi(\tau, t)$ with $w=t$-tau such that for every $\tau, t, x \in \mathbf{R}^{n}$,

$$
\bar{\gamma}(\tau-x) g(t-x)=G_{1}(v-x) G_{2}(w) .
$$

Note that our derivation of formula (13) in Section 2.2 is valid for arbitrary compatible windows as we have just defined them. Hence we immediately have the following result.

Proposition 7. Let $(g, \gamma)$ be a compatible window pair on $\mathbf{R}^{n}$. Then for any a $\in S_{2 n}^{\prime}$, the Schwartz kernel of $\mathcal{M}_{a}^{g, \gamma}$ is

$$
K\left(\mathcal{M}_{a}^{g, \gamma}\right)=\frac{1}{\langle g, \gamma\rangle} \mathcal{T}_{\psi} \mathcal{F}_{1}^{-1} N_{\hat{\bar{G}}_{1} \bar{\sigma}_{2}} F a,
$$

where $G_{1}, G_{2}$ and $\psi$ are related to $(g, \gamma)$ as in Definition 6.
If $(g, \gamma)$ is compatible then so is $(\gamma, g)$. The precise connection between the accompanying sets of functions as stated below may be easily verified. Here we write $\psi_{\leftrightarrow}: \mathbf{R}^{2 n} \rightarrow \mathbf{R}^{2 n}$ for the change of variables $\psi_{\leftrightarrow}(x, y)=(y, x)$, and we use the notation $\widetilde{F}(x)=F(-x)$.

Proposition 8. Let $(g, \gamma)$ be a compatible window pair on $\mathbf{R}^{n}$, so that

$$
\bar{\gamma}(\tau-x) g(t-x)=G_{1}(v-x) G_{2}(w),
$$

in accordance with Definition 6. Then the reverse window pair $(\gamma, g)$ is also compatible and satisfies the equation

$$
\bar{g}(\tau-x) \gamma(t-x)=G_{1}^{\prime}\left(v^{\prime}-x\right) G_{2}^{\prime}\left(w^{\prime}\right),
$$

where $G_{1}^{\prime}=\bar{G}_{1}, G_{2}^{\prime}=\widetilde{\bar{G}}_{2}$, and $\left(v^{\prime}, w^{\prime}\right)=\left(v \circ \psi_{\leftrightarrow}, w\right)$.
Table 2 lists several families of compatible window pairs, alongside their corresponding factorizations and changes of variables, as prescribed by Definition 6. The class of compatible window pairs is easily seen to be invariant with respect to a number of elementary operations: rescaling, translation and modulation of either window, and linear change of variables applied simultaneously to both windows. This observation shows that the list in Table 2 is not complete. On the other hand, the window pairs listed in Table 2 are reasonably representative. For example, it turns out that every nonnegative compatible window pair on $\mathbf{R}^{1}$ can be obtained by translating, dilating, reversing or rescaling the given examples, or by reversing the order of a window pair obtained this way. This is a rather involved technical result that will be presented in a forthcoming paper [3].

Table 2. Examples of compatible windows. The parameters $m, \mu, \alpha, k, \kappa$ appearing in lines (3.5.) are positive scalars. The window pairs of lines (1.-3.) are defined on $\mathbf{R}^{n}$ for any $n$; the window pairs of lines (4.,5.) are defined on $\mathbf{R}^{1}$ only.

Compatible window pairs $(g, \gamma)$

$$
\begin{array}{llll}
\text { \# } g(t) & \gamma(\tau) & (v, w)=\psi(\tau, t) & G_{1}(v) \\
\text { 1.1 } & \gamma \in S_{n}(\tau, t-\tau) & G_{2}(w) \\
\text { 2. } e^{2 \pi i \xi \cdot t} \gamma \in S_{n}(\tau, t-\tau) & \bar{\gamma}(v) & 1 \\
\text { 3. } e^{-m t^{2}} e^{-\mu \tau^{2}}\left(\frac{m t+\mu \tau}{m+\mu}, t-\tau\right) & e^{2 \pi i \xi \cdot v} \bar{\gamma}(v) & e^{2 \pi i \xi \cdot w} \\
\text { 4. } e^{t-e^{\alpha t}} & e^{\tau-e^{\alpha \tau}}\left(t+\frac{1}{\alpha} \log \left(\frac{1+e^{\alpha(\tau-1)}}{2}\right), t-\tau\right) e^{-(m+\mu) v^{2}} & e^{-\frac{m \mu}{m+\mu} w^{2}} \\
\text { 5. } e^{k t-e^{\alpha t}} & (\cosh (\alpha w / 2))^{-2 / \alpha} \\
\end{array}
$$

The example of line (1.), Table 2, which satisfies the definition of compatibility in a trivial way, is not directly of practical interest. Of course the Gaussian windows of line (3.) are the prototype for the notion of compatibility, and they are a standard window choice for the short-time Fourier transform. The most interesting examples in Table 2 are the windows of line (4.) and their generalizations in line (5.). These were discovered using the alternate characterization of compatibility developed in the next section of this paper; their full derivation will be presented in [3]. Like Gaussians, these windows have a fundamental role in probability theory and arise in connection to a variant of the central limit theorem. More precisely, let $E$ denote the function $g$ of line (4.) in the special case $\alpha=1$ :

$$
E(t)=e^{t-e^{t}} .
$$

Properly scaled affine transformations of $E$, of the form

$$
\frac{1}{b} E\left(\frac{a-t}{b}\right),
$$

are the density functions of so-called "extreme value" probability distributions, described by Fisher and Tippett in [2]. Based on this, we refer to the windows of lines (4., 5.) as extreme value windows-see Figure 1.


FIG. 1. Extreme value windows. The function $f(t)=e^{t-e^{\alpha t}}$, above, and its reversal $f(-t)$, below, are plotted for $\alpha=10$. Note the $f(-t)$ is close to being causal, i.e. zero for negative values of $t$. This is because the double exponential $e^{-e^{-\alpha t}}$ tends to the Heaviside function with increasing $\alpha$.

Note that the Fourier transform of an extreme value window is proportional to the gamma function, restricted to a line of constant real part:

$$
\mathcal{F}\left(e^{k t-e^{\alpha t}}\right)(\xi)=\frac{1}{\alpha} \Gamma\left(\frac{k}{\alpha}-\frac{2 \pi i}{\alpha} \xi\right)
$$

Thus the Fourier transform of an extreme value distribution is analytic, never zero, and rapidly decreasing. In Section 3.4, we show that extreme value windows have a certain advantage over Gaussians with respect to the representation of linear operators.

## An alternate characterization of compatibility

Here we develop an alternate characterization of compatibility that makes it easier to derive formulas and to prove some technical facts that will be needed in subsequent
sections. The arguments given here are purely technical; they build toward our main results which are presented in the following Section 3.3.

Let $(g, \gamma)$ be a compatible pair on $\mathbf{R}^{n}$ with corresponding functions $G_{1}, G_{2}$ and tempered change of variables $(v, w)=\psi(\tau, t)$, as stipulated in Definition 6. It can be deduced from the basic equation,

$$
\begin{equation*}
\bar{\gamma}(\tau-x) g(t-x)=G_{1}(v-x) G_{2}(w) \forall \tau, t, x \in \mathbf{R}^{n}, \tag{16}
\end{equation*}
$$

that there are several simplifying assumptions to be made concerning $G_{1}, G_{2}$ and $\psi$ without any incumbent loss of generality.

Firstly, note that

$$
\begin{align*}
G_{1}(v & (\tau, t)-x) G_{2}(t-\tau)=\bar{\gamma}(\tau-x) g(t-x) \\
& =\bar{\gamma}((\tau-t)-(x-t)) g(0-(x-t)) \\
& =G_{1}(v(\tau-t, 0)-(x-t)) G_{2}(t-\tau) \\
& =G_{1}(v(\tau-t, 0)+t-x) G_{2}(w) . \tag{17}
\end{align*}
$$

This leads to the first of our simplifying propositions.
Proposition 9. It may be assumed without loss of generality that

$$
\begin{equation*}
v(\tau, t)=v(\tau-t, 0)+t \forall \tau, t \in \mathbf{R}^{n} . \tag{18}
\end{equation*}
$$

Proof. Suppose that (18) fails to hold, and consider the new function $v^{\prime}$, defined by

$$
v^{\prime}(\tau, t)=v(\tau-t, 0)+t \forall \tau, t \in \mathbf{R}^{n} .
$$

Based on the fact that $\psi=(v, w)$ is a tempered change of variables, it may be verified that the change of variables $\psi^{\prime}=\left(v^{\prime}, w\right)$ is tempered also. And by construction,

$$
v^{\prime}(\tau, t)=v^{\prime}(\tau-t, 0)+t \forall \tau, t \in \mathbf{R}^{n} .
$$

Now, applying the identity (17) yields

$$
\begin{aligned}
G_{1}(v-x) G_{2}(w) & =G_{1}(v(\tau-t, 0)+t-x) G_{2}(w) \\
& =G_{1}\left(v^{\prime}-x\right) G_{2}(w) .
\end{aligned}
$$

Therefore the defining equation (16) remains satisfied if we replace $\psi$ by the new change of variables $\psi^{\prime}$.

Proposition 10. It may be assumed without loss of generality that $v(0,0)=0$.
Proof. The equation that defines compatibility, (16), remains satisfied if $G_{1}$ is replaced by

$$
G_{1}^{\prime}(y)=G_{1}(y+v(0,0))
$$

and $v$ is replaced by

$$
v^{\prime}(\tau, t)=v(\tau, t)-v(0,0) .
$$

The modified change of variables $\psi^{\prime}=\left(v^{\prime}, w\right)$ is tempered, and by construction $v^{\prime}(0,0)=0$..

Proposition 11. Without loss of generality, $G_{2}(0)=1$ and $G_{1}=g \bar{\gamma}$
Proof. Substituting $w=0$ (i.e., $t=\tau$ ) and $x=0$ into the equation (16) yields

$$
\begin{equation*}
\bar{\gamma}(t) g(t)=G_{1}(v(t, t)) G_{2}(0) . \tag{19}
\end{equation*}
$$

Since $0 \neq\langle g, \gamma\rangle=\int g \bar{\gamma}$, it follows from (19) that that $G_{2}(0) \neq 0$. The equation (16) evidently remains satisfied if $G_{2}$ is replaced by $\frac{1}{G_{2}(0)} G_{2}$ and $G_{1}$ is replaced by $G_{2}(0) G_{1}$, so we may assume $G_{2}(0)=1$.

Assuming in addition that (18) holds and that $v(0,0)=0$, we have that $v(t, t)=v(0,0)+t=t$. It then follows from equation (19) that $G_{1}(t)=\bar{\gamma}(t) g(t)$.

It will streamline subsequent arguments to assume that $G_{1}, G_{2}$ and $\psi$ have the forms given in Propositions 9, 10, and 11. We now introduce the notion of "product-translation commutativity" for a window pair.

Definition 12. Let $(g, \gamma)$ be a window pair on $\mathbf{R}^{n}$. We say that $(g, \gamma)$ is producttranslation commutative, or that $g$ and $\gamma$ are product-translation commutative, if there exist functions $C: \mathbf{R}^{n} \rightarrow \mathbf{C}$ and $\zeta: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ such that for every $w \in \mathbf{R}^{n}$,

$$
\begin{equation*}
g T_{w} \bar{\gamma}=C(w) T_{\zeta(w)}(g \bar{\gamma}), \tag{20}
\end{equation*}
$$

and such that $(\tau, t) \mapsto(t-\zeta(t-\tau), t-\tau)$ is a tempered change of variables.
Although it is not immediately obvious, product-translation commutativity of a window pair is equivalent to compatibility. This fact facilitates the analysis of compatibility.

Theorem 2. A window pair $(g, \gamma)$ is product-translation commutative if and only if it is compatible. Moreover, if a window pair $(g, \gamma)$ has this property then, without loss of generality, the terms occurring in the respective defining equations,

$$
g T_{w} \bar{\gamma}=C(w) T_{\zeta(w)}(g \bar{\gamma}) \text { and } \bar{\gamma}(\tau-x) g(t-x)=G_{1}(v-x) G_{2}(w),
$$

may be assumed to be related by the formulas

$$
G_{2}=C, v(\tau, t)=t-\zeta(t-\tau) \text { and } \zeta(y)=-v(-y, 0) .
$$

Proof. We prove the equivalence of Definitions 6 and 12; the stated formulas emerge in the course of the proof.

Suppose that $(g, \gamma)$ is compatible, with associated functions $G_{1}, G_{2}$ and $\psi$ that satisfy the properties in Propositions 9, 10, and 11. The basic equation of Definition 6, equation (16), can be written symbolically as

$$
\begin{gather*}
T_{(x, x)} \bar{\gamma} \otimes g=\tau_{\psi} T_{(x, 0)} G_{1} \otimes G_{2} \\
\Leftrightarrow \bar{\gamma} \otimes g=T_{(-x,-x)} \tau_{\psi} T_{(x, 0)} G_{1} \otimes G_{2} \\
\Leftrightarrow \bar{\gamma} \otimes g(\tau, t)=G_{1}(v(\tau+x, t+x)-x) G_{2}(w) . \tag{21}
\end{gather*}
$$

Define $\zeta(y)=-v(-y, 0)$, so that substituting $x=-t$ into (21) yields

$$
\begin{gather*}
\bar{\gamma} \otimes g(\tau, t)=G_{1}(v(\tau-t, 0)+t) G_{2}(w) \\
=G_{1}(t-\zeta(w)) G_{2}(w) \\
=g(t-\zeta(w)) \bar{\gamma}(t-\zeta(w)) G_{2}(w) \quad \text { (by Proposition 11) } \tag{22}
\end{gather*}
$$

The identity $w=t-\tau$ implies that $\bar{\gamma} \otimes g(\tau, t)=g T_{w} \bar{\gamma}(t)$. Therefore (22) is equivalent to the equation

$$
\begin{equation*}
g T_{w} \bar{\gamma}(t)=G_{2}(w) T_{\zeta(w)}(g \bar{\gamma})(t) . \tag{23}
\end{equation*}
$$

Note that $v(\tau, t)=v(\tau-t, 0)+t=t-\zeta(t-\tau)$, so the tempered change of variables $\psi=(v, w)$ is precisely the map $(\tau, t) \mapsto(t-\zeta(t-\tau), t-\tau)$. Together with (23), this verifies that the pair $(g, \gamma)$ conforms to Definition 12 of product-translation commutativity, with $C=G_{2}$.

Conversely, suppose that the window pair $(g, \gamma)$ is product-translation commutative, with associated functions $C, \zeta$ as in Definition 12. Set $v(\tau, t)=t-\zeta(t-\tau)$, so that
$(v(\tau, t), w(\tau, t))=(t-\zeta(t-\tau), t-\tau)$ is a tempered change of variables. As before, $\bar{\gamma} \otimes g(\tau, t)=g T_{w} \bar{\gamma}(t)$, so by definition,

$$
\begin{aligned}
\bar{\gamma} \otimes g(\tau, t) & =\bar{\gamma}(t-\zeta(w)) g(t-\zeta(w)) C(w) \\
\Rightarrow T_{(x, x)} \bar{\gamma} \otimes g(\tau, t) & =\bar{\gamma}(t-\zeta(w)-x) g(t-\zeta(w)-x) C(w) \\
& =(\bar{\gamma} g)(v-x) C(w) .
\end{aligned}
$$

Thus $(g, \gamma)$ conforms to Definition 6, with associated functions $G_{1}=g \bar{\gamma}, G_{2}=C$ and $\psi=(v, w)$.

We are now in a position to derive two additional formulas concerning compatible window pairs. Recall that $X: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ denotes the identity map; $X_{k}$ denotes its $k$-th component. We write $(g X) * \widetilde{\bar{\gamma}}$ for the vector $\left(\left(g X_{1}\right) * \widetilde{\bar{\gamma}}, \ldots,\left(g X_{n}\right) * \widetilde{\bar{\gamma}}\right)$, and similarly $\langle g X, \gamma\rangle=\left(\left\langle g X_{1}, \gamma\right\rangle, \ldots,\left\langle g X_{n}, \gamma\right\rangle\right)$. A tilde over a function indicates reflection in the argument: $\widetilde{F}(y)=F(-y)$.

Proposition 13. If ( $g, \gamma$ ) is a compatible pair then, without loss of generality, the associated function $G_{2}$ is given by the formula

$$
\begin{equation*}
G_{2}=\frac{g * \tilde{\bar{\gamma}}}{\langle g, \gamma\rangle} . \tag{24}
\end{equation*}
$$

And the change of variables $\psi$ can be expressed as $\psi(\tau, t)=(t-\zeta(t-\tau), t-\tau)$, where the restriction of $\zeta$ to points $w$ at which $G_{2}(w) \neq 0$ is given by the formula

$$
\begin{equation*}
\zeta=\frac{(g X) * \tilde{\bar{\gamma}}}{g * \overline{\bar{\gamma}}}-\frac{\langle g X, \gamma\rangle}{\langle g, \gamma\rangle} . \tag{25}
\end{equation*}
$$

Proof. By Theorem 2, $g$ and $\gamma$ satisfy the equation

$$
g T_{w} \bar{\gamma}=G_{2}(w) T_{\zeta(w)}(g \bar{\gamma}) .
$$

Integrating both sides over $\mathbf{R}^{n}$ and rearranging terms yields

$$
\begin{aligned}
G_{2}(w) & =\frac{\int g T_{w} \bar{\gamma}}{\int T_{\zeta(w)}(g \bar{\gamma})} \\
& =\frac{g * \overline{\bar{\gamma}}(w)}{\int g \bar{\gamma}} \\
& =\frac{g * \tilde{\bar{\gamma}}(w)}{\langle g, \gamma\rangle}
\end{aligned}
$$

Observe that

$$
\begin{aligned}
(g X) * \tilde{\bar{\gamma}}(w) & =\int X g T_{w} \bar{\gamma} \\
& =\int X G_{2}(w) T_{\zeta(w)}(g \bar{\gamma}) \\
& =G_{2}(w) \int(X+\zeta(w)) g \bar{\gamma}
\end{aligned}
$$

Also,

$$
g * \tilde{\bar{\gamma}}=G_{2}(w) g, \gamma
$$

so, provided $G_{2}(w) \neq 0$, the right-hand side of (25) becomes

$$
\frac{G_{2}(w) \int(X+\zeta(w)) g \bar{\gamma}}{G_{2}(w)\langle g, \gamma\rangle}-\frac{\langle g X, \gamma\rangle}{\langle g, \gamma\rangle}=\zeta(w) \frac{\langle g, \gamma\rangle}{\langle g, \gamma\rangle}+\frac{\langle g X, \gamma\rangle}{\langle g, \gamma\rangle}-a c\langle g X, \gamma\rangle\langle g, \gamma\rangle=\zeta(w) .
$$

It turns out that $G_{2}$ can never be zero, so that in fact the formula (25) is valid everywhere, but we will not prove this in the present paper (see [3]).

Next we prove some technical results, in anticipation of the coming section, where we relate the Gabor symbols of Gabor multipliers based on compatible windows to their Kohn-Nirenberg symbols.

Proposition 14. Let $(g, \gamma)$ be a compatible window pair, with associated functions $G_{1}, G_{2}$. Then without loss of generality

$$
\frac{1}{\langle g, \gamma\rangle} \hat{\bar{G}}_{1} \otimes \bar{G}_{2}=\frac{1}{|\langle g, \gamma\rangle|^{2}}(\hat{\bar{g}} * \hat{\gamma}) \otimes(\bar{g} * \tilde{\gamma})
$$

Proof. This is just an application of Propositions 11 and 13.

Recall that $\psi_{-}$denotes the particular change of variables $\psi_{-}(\tau, t)=(\tau, t-\tau)$ and that $\mathcal{T}_{-}$denotes the corresponding operator $\mathcal{T}_{\psi_{-}}$.

Lemma 15. Let $(g, \gamma)$ be a compatible window pair, with associated change of variables $\psi(\tau, t)=(t-\zeta(t-\tau), t-\tau)$ (as in Theorem 2). Then

$$
\psi(\tau, t)=(t-\zeta(t-\tau), t-\tau)
$$

Proof. Write $\left(f_{1}(x, y), f_{2}(x, y)\right)=\psi^{-1}(x, y)$. Then

$$
(x, y)=\psi \circ \psi^{-1}(x, y)=\left(f_{2}-\zeta\left(f_{2}-f_{1}\right), f_{2}-f_{1}\right) .
$$

Combining the above expressions for $x$ and $y$ yields that

$$
f_{1}=x-y+\zeta(y)
$$

Thus,

$$
\psi_{-} \circ \psi^{-1}(x, y)=\psi_{-}\left(f_{1}, f_{2}\right)=\left(f_{1}, f_{2}-f_{1}\right)=(x+\zeta(y)-y, y) .
$$

Proposition 16. Let $\psi(\tau, t)=(t-\zeta(t-\tau), t-\tau)$ be the change of variables associated to a compatible window pair $(g, \gamma)$. Then $\mathcal{F}_{1} \mathcal{T}_{\psi^{-1}} \mathcal{T}_{-}=e^{-2 \pi i \varphi} \mathcal{F}_{1}$, where

$$
\varphi(\eta, y)=\eta \cdot(y-\zeta(y))
$$

Proof. First note that $\mathcal{T}_{\psi^{-1}} \mathcal{T}_{-}=\mathcal{T}_{\psi_{-} \sim \psi}$. Let $F(\tau, y) \in S_{2 n}$ be a dummy function, with $\tau$ serving as Fourier dual variable to $\eta$. Then

$$
\begin{gather*}
\left(\mathcal{F}_{1} \mathcal{T}_{\psi_{-}-\psi} F\right)(\eta, y)=\int e^{-2 \pi i i \cdot \eta} \mathcal{T}_{\psi-\circ \psi} F(\tau, y) d \tau \\
=\int e^{-2 \pi i \cdot \cdot \eta} F(\tau+\zeta(y)-y, y) d \tau  \tag{byLemma15}\\
=e^{-2 \pi i \eta \cdot(y-\zeta(y))} \int e^{-2 \pi i i \cdot \eta} F(\tau, y) d \tau \\
=e^{-2 \pi i \eta \cdot(y-\zeta(y))} F_{1} F(\eta, y) .
\end{gather*}
$$

By density of $S_{2 n}$ in $S_{2 n}^{\prime}$ and continuity of the operators in question, it follows that

$$
\mathcal{F}_{1} \mathcal{T}_{\psi^{-1}} \mathcal{T}_{-}=e^{-2 \pi i \varphi} \mathcal{F}_{1} .
$$

## Relation between the Gabor and Kohn-Nirenberg symbols

In Section 2.3 we derived an explicit formula for the Gabor symbol of a Gaussian Gabor multiplier in terms of its Kohn-Nirenberg symbol, and then used this to constrain the class of Kohn-Nirenberg operators that can be realized as such a Gabor multiplier. We now present the corresponding results in a much more general setting, namely, for arbitrary compatible windows.
Theorem 3. Let $a \in S_{2 n}^{\prime}$ and let $(g, \gamma)$ be a compatible window pair on $\mathbf{R}^{n}$. Then $\mathcal{M}_{a}^{g, \gamma}=\sigma(X, D)$ if and only if the symbols $a$ and $\sigma$ are related by the equation

$$
\begin{equation*}
\frac{1}{|\langle g, \gamma\rangle|^{2}}(\hat{\bar{g}} * \hat{\gamma}) \otimes(\bar{g} * \tilde{\gamma}) F a=e^{-2 \pi i \varphi} F \sigma \tag{26}
\end{equation*}
$$

where the phase function $\varphi$ is given in terms of $(g, \gamma)$ by the formula

$$
\varphi(\eta, y)=\eta \cdot\left(y-\left(\frac{(g X) * \tilde{\bar{\gamma}}(y)}{g * \tilde{\bar{\gamma}}(y)}-\frac{\langle g X, \gamma\rangle}{\langle g, \gamma\rangle}\right)\right)
$$

Proof. Comparing the Schwartz kernel of $\mathscr{M}_{a}^{g, \gamma}$, given in Proposition 7, to the Schwartz kernel of $\sigma(X, D)$, given in (5), we have

$$
\begin{gather*}
\frac{1}{\langle g, \gamma\rangle} \mathcal{T}_{\psi} F_{1}^{-1} N_{\hat{\bar{G}}_{1} \otimes \bar{G}_{2}} F a=\mathcal{T}_{-} F_{2} \sigma \\
\Longleftrightarrow  \tag{27}\\
\frac{1}{\langle g, \gamma\rangle} \hat{\bar{G}}_{1} \otimes \bar{G}_{2} F a=\mathcal{F}_{1} \mathcal{T}_{\psi^{-1}} \mathcal{T}_{-} F_{2} \sigma .
\end{gather*}
$$

Applying Proposition 14 to the left-hand side of (27), and Proposition 16 together with the formula (25) of Proposition 13 to the right-hand side, yields the desired equation.

It is perhaps clearer to formulate equation (26) with the terms that depend on the windows combined into a single function $F$, as follows:

$$
\begin{equation*}
F F a=F \sigma, \quad \text { where } F=\frac{e^{2 \pi i \varphi}}{|\langle g, \gamma\rangle|^{2}}(\hat{\bar{g}} * \hat{\gamma}) \otimes(\bar{g} * \tilde{\gamma}) \tag{28}
\end{equation*}
$$

Of course one can solve explicitly for the Gabor symbol to yield

$$
\begin{equation*}
a=\mathcal{F}^{-1} N_{1 / F} F \sigma \tag{29}
\end{equation*}
$$

with $F$ as in (28). For the case where $g$ and $\gamma$ are compatible, equation (29) constitutes the companion result to equation (10) in Section 2.2.

The expressions

$$
\frac{1}{|\langle g, \gamma\rangle|^{2}}(\hat{\bar{g}} * \hat{\gamma}) \otimes(\bar{g} * \tilde{\gamma}) \text { and } e^{-2 \pi i \varphi}
$$

corresponding to each of the compatible pairs in Table 2 are worked out in Table 3, where the consequent relations between Gabor and Kohn-Nirenberg symbols are listed. The following characterization of operators that can be represented as a Gabor multiplier based on a given window pair rests essentially on Theorem 3.

Table 3. Comparison of Gabor and Kohn-Nirenberg symbols for compatible windows. Note that, as in Table 2, $m, \mu, \alpha, k, \kappa$ denote positive scalars, and the windows of lines (4.,5.) are defined on $\mathbf{R}^{1}$ only.

## Gabor vs. Kohn-Nirenberg symbols for compatible window pairs $(g, \gamma)$

\# $g(t) \quad \gamma(\tau)$

1. $1 \quad \gamma \in S_{n}$ Relation between $\mathcal{F} a(\eta, y)$ and $F \sigma(\eta, y)$
2. $e^{2 \pi i \xi \cdot t} \gamma \in S_{n}$
3. $e^{-m t^{2}} e^{-\mu t^{2}}$

$$
\begin{gathered}
\frac{1}{\hat{\gamma}(0)} \hat{\gamma}(\eta) F a=F \sigma \\
\frac{1}{\hat{\gamma}(-\xi)} \hat{\gamma}(\eta+\xi) e^{-2 \pi i \xi \cdot y} F a=F \sigma \\
e^{-\frac{\pi^{2}}{m+\mu} \eta^{2}} e^{-\frac{m \mu}{m+\mu} y^{2}} F a=e^{-\frac{2 \pi m i n \cdot y}{m+\mu} \cdot y} F \sigma \\
\frac{2^{2 / \alpha}}{\Gamma(2 / \alpha)} \Gamma\left(\frac{2}{\alpha}-\frac{2 \pi i}{\alpha} \eta\right) \frac{e^{y}}{\left(1+e^{\alpha y}\right)^{2 / \alpha}} F a=\left(1+e^{\alpha y}\right)^{-\frac{2 \pi i n}{\alpha}} F \sigma \\
\frac{1}{\Gamma\left(\frac{k+\kappa}{\alpha}\right)} \Gamma\left(\frac{k+\kappa}{\alpha}-\frac{2 \pi i}{\alpha} \eta\right)\left(\frac{e^{\frac{k \alpha}{k+\kappa} y}+e^{-\frac{k \alpha}{k+\kappa} y}}{2}\right)^{-\frac{k+p a}{\alpha}} F a=\left(1+e^{\alpha y}\right)^{-\frac{2 \pi i n}{\alpha}} F \sigma
\end{gathered}
$$

4. $e^{t-e^{\alpha t}} e^{\tau-e^{\alpha \tau}}$
5. $e^{k t-e^{\alpha t}} e^{k \tau-e^{\alpha \tau}}$

Theorem 4. Let $\sigma \in S_{2 n}^{\prime}$. The Kohn-Nirenberg operator $\sigma(X, D)$ can be represented as a Gabor multiplier based on a given compatible window pair $(g, \gamma)$ if and only if $\hat{\sigma} \in G S_{2 n}^{\prime}$, or equivalently, $\sigma \in H * S_{2 n}^{\prime}$, where

$$
G=(\hat{\bar{g}} * \hat{\gamma}) \otimes(\bar{g} * \tilde{\gamma}), H=(\bar{g} \gamma) \otimes(\overline{\hat{g}} \hat{\gamma})
$$

Proof. Since the change of variables $(\tau, t) \mapsto(t-\zeta(t-\tau), t)$ associated to $(g, \gamma)$ is required to be tempered, the function

$$
h(\eta, y)=e^{-2 \pi i \varphi(\eta, y)}=e^{-2 \pi i \eta \cdot(y-\zeta(y))}
$$

has the property that

$$
h S_{2 n}^{\prime}=(1 / h) S_{2 n}^{\prime}=S_{2 n}^{\prime} .
$$

Now, for fixed $\sigma \in S_{2 n}^{\prime}$, the equation (26) of Theorem 3 holds for some $a \in S_{2 n}^{\prime}$ if and only if

$$
F \sigma \in \frac{(\hat{\bar{g}} * \hat{\gamma}) \otimes(\bar{g} * \tilde{\gamma})}{|\langle g, \gamma\rangle|^{2} h} S_{2 n}^{\prime}=(\hat{\bar{g}} * \hat{\gamma}) \otimes(\bar{g} * \tilde{\gamma}) S_{2 n}^{\prime} \Longleftrightarrow \sigma \in((\bar{g} \gamma) \otimes(\overline{\hat{g}} \hat{\gamma})) * S_{2 n}^{\prime}
$$

We can read off from this result some basic heuristic principles concerning the existence of a Gabor multiplier based on given windows that represents a given KohnNirenberg operator, as follows. In order to represent $\sigma(X, D)$ as a Gabor multiplier based on the compatible window pair $(g, \gamma)$, it has to be the case that $\hat{\sigma}(\eta, y)$ decays as fast as $\hat{\bar{g}} * \hat{\gamma}$ in the variables $\eta$, and as fast as $\bar{g} * \tilde{\gamma}$ in the variables $y$. The symbol $\sigma(x, \xi)$ itself has to be as smooth as $\bar{g} \gamma$ in the variables $x$, and as smooth as $\overline{\hat{g}} \hat{\gamma}$ in the variables $\xi$.

Theorem 4 shows that for Gabor multipliers based on a given window pair $(g, \gamma)$ to represent a wide class of linear operators, the function $H$ should approximate a delta function, so that $H * S_{2 n}^{\prime} \cong S_{2 n}^{\prime}$. Note that the scope of identical windows $g=\gamma$ is limited by the uncertainty principle: it is not possible for $\bar{g} \gamma$ and $\overline{\hat{g}} \hat{\gamma}$ to both be highly localized, so the symbol $\sigma(x, \xi)$ of an operator representable using identical windows must be slowly varying in either $x$ or $\xi$. This constraint can be avoided by using distinct windows $g, \gamma$, provided one of $g, \gamma$ is highly localized while the Fourier transform of the other is highly localized. In keeping with this assertion, we will see in Section 3.5 that maximum generality is achieved with the "singular" window pair $(g, \gamma)=(1, \delta)$ and its reversal $(\delta, 1)$.

## Generality of Gaussian versus extreme value windows

With respect to the realization of linear operators as Gabor multipliers, the generality of a given window pair $(g, \gamma)$ is represented by the set

$$
R(g, \gamma)=\left\{\sigma \in S_{2 n}^{\prime} \mid \exists a \in S_{2 n}^{\prime} \quad \text { such that } \quad \sigma(X, D)=\mathcal{M}_{a}^{\mathrm{g}, \gamma}\right\} .
$$

And so, given two window pairs $\left(g_{1}, \gamma_{1}\right),\left(g_{2}, \gamma_{2}\right)$ on $\mathbf{R}^{n}$, we say that $\left(g_{1}, \gamma_{1}\right)$ is more general than $\left(g_{2}, \gamma_{2}\right)$ if

$$
R\left(g_{2}, \gamma_{2}\right) \subseteq R\left(g_{1}, \gamma_{1}\right),
$$

or equivalently, if

$$
\hat{R}\left(g_{2}, \gamma_{2}\right) \subseteq \hat{R}\left(g_{1}, \gamma_{1}\right)
$$

In terms to this notation, Theorem 4 says that for a compatible window pair on $\mathbf{R}^{n}$,

$$
R(g, \gamma)=(\bar{g} \gamma) \otimes(\overline{\hat{g}} \hat{\gamma}) * S_{2 n}^{\prime} \text { and } \hat{R}(g, \gamma)=(\hat{\bar{g}} * \hat{\gamma}) \otimes(\bar{g} * \tilde{\gamma}) S_{2 n}^{\prime},
$$

which allows us to compare the generality of any two compatible window pairs. For example, the next result shows that extreme value windows are more general than Gaussians.

Proposition 17. Let $\alpha, m, \mu>0$ be fixed. On $\mathbf{R}^{1}$, the window pair

$$
\left(g_{1}(t), \gamma_{1}(t)\right)=\left(e^{t-e^{\alpha t}}, e^{t-e^{\alpha t}}\right)
$$

is more general than the window pair

$$
\left(g_{2}(t), \gamma_{2}(t)\right)=\left(e^{-m t^{2}}, e^{-\mu t^{2}}\right) .
$$

Proof. We carry out some computations so as to be able to apply Theorem 4. Write

$$
\begin{aligned}
& K_{1}=\left(g_{1} * \gamma_{1}\right) \otimes\left(g_{1} * \gamma_{1}\right), \\
& K_{2}=\left(g_{2} * \gamma_{2}\right) \otimes\left(g_{2} * \gamma_{2}\right) .
\end{aligned}
$$

From Table 3,

$$
\begin{aligned}
& \frac{1}{\left|g_{1} \gamma_{1}\right|^{2}} K_{1}(\eta, y)=\frac{2^{\frac{2}{\alpha}+\frac{2 \pi i \eta}{2}}}{\Gamma(2 / \alpha)} \Gamma\left(\frac{2}{\alpha}-\frac{2 \pi i}{\alpha} \eta\right) \frac{e^{y}}{\left(1+e^{\alpha y}\right)^{2 / \alpha}}, \\
& \frac{1}{\left|g_{2}, \gamma_{2}\right|^{2}} K_{2}(\eta, y)=e^{-\frac{\pi^{2}}{m+\mu} \eta^{2}} e^{-\frac{m \mu}{m+\mu} y^{2}} .
\end{aligned}
$$

Note that $K_{1} S_{2}^{\prime}=K_{1}^{\prime} S_{2}^{\prime}$, where

$$
\left.\begin{array}{rl}
K_{1}^{\prime}(\eta, y) & =\left(\frac{2^{\frac{2}{\alpha}, 2 \pi i \eta}}{\Gamma(2 / \alpha)}\right.
\end{array}\right)^{-1} \frac{1}{\left|g_{1}, \gamma_{1}\right|^{2}} K_{1}(\eta, y) .
$$

And $K_{2} S_{2}^{\prime}=K_{2}^{\prime} S_{2}^{\prime}$, where

$$
\begin{aligned}
K_{2}^{\prime}(\eta, y) & =\frac{1}{\left|\left\langle g_{2}, \gamma_{2}\right\rangle\right|^{2}} K_{2}(\eta, y) \\
& =e^{-\frac{\pi^{2}}{m+\mu} \eta^{2}} e^{-\frac{m \mu}{m+\mu} y^{2}}
\end{aligned}
$$

We claim that $K_{2}^{\prime} / K_{1}^{\prime} \in \mathscr{P}_{2}$, from which it follows that $\left(K_{2}^{\prime} / K_{1}^{\prime}\right) S_{2}^{\prime} \subseteq S_{2}^{\prime}$. To verify the claim, it suffices to compute the rate of decay of $K_{1}^{\prime}$ and to see that it is less than that of $K_{2}^{\prime}$. By Stirling's approximation this works out to be

$$
\left|K_{1}^{\prime}(\eta, y)\right| \sim|\eta|^{\frac{2}{\alpha}-\frac{1}{2}} e^{-\left(\frac{\pi^{2}}{\alpha}|\eta|+|y|\right)},
$$

which is slower than the Gaussian decay of $K_{2}^{\prime}$.
Now, let $\rho \in S_{2}^{\prime}$ be arbitrary, and consider the distribution $K_{2}^{\prime} \rho$ :

$$
K_{2}^{\prime} \rho=K_{1}^{\prime}\left(\left(K_{2}^{\prime} / K_{1}^{\prime}\right) \rho\right) \in K_{1}^{\prime} S_{2}^{\prime},
$$

which proves that $K_{2}^{\prime} S_{2}^{\prime} \subseteq K_{1}^{\prime} S_{2}^{\prime}$, or equivalently $K_{2} S_{2}^{\prime} \subseteq K_{1} S_{2}^{\prime}$. By Theorem 4, this shows that $\left(g_{1}, \gamma_{1}\right)$ is more general than $\left(g_{2}, \gamma_{2}\right)$.

## Singular windows

The class of window pairs established in Definition 2 is useful because Gabor multipliers based on them are well-defined irrespective of the Gabor symbol. We were thus free to carry out a somewhat general analysis, unencumbered by questions of interpretation or scope of validity of formulas. But if one is interested, not in a general analysis, but rather in studying particular operators such as, say, a specific type of pseudodifferential operator, then there is good reason to consider windows of a more general type. This comes of course at a price-Gabor multipliers based on more general windows may be well-defined only for a limited class of Gabor symbols, and one has to carry out some sort of ad hoc analysis to determine this class. We will consider a few particular examples of such "singular" windows. To begin, we establish the relevant definitions.

Definition 18. If $g, \gamma \in S_{n}^{\prime}$ are such that one of the expressions $\langle g, \gamma\rangle$ or $\overline{\langle\gamma, g\rangle}$ is welldefined and non-zero, but $(g, \gamma)$ is not a window pair in the sense of Definition 2, then we call $(g, \gamma)$ a singular window pair on $\mathbf{R}^{n}$.

Definition 19. We say that a singular window pair $(g, \gamma)$ on $\mathbf{R}^{n}$ is compatible, and that $g$ and $\gamma$ are singular compatible windows, if there exist distributions $G_{1}, G_{2} \in S_{n}^{\prime}$ and a change of variables $(v, w)=\psi(\tau, t)$ (not necessarily tempered) with $w=t-\tau$ such that for every $x \in \mathbf{R}^{n}$, the equation

$$
T_{(x, x)} \bar{\gamma} \otimes g=\mathcal{T}_{\psi} T_{(x, 0)} G_{1} \otimes G_{2}
$$

holds in the sense of distributions.
Perhaps the simplest way to obtain singular compatible windows is as limits of regular compatible windows. For instance, if $\gamma_{k} \rightarrow \delta$ is an approximate identity, then the compatible pairs $\left(1, \gamma_{k}\right)$, which have a consistent change of variables, tend to the limit $(1, \delta)$. The pair $(1, \delta)$ is indeed singular compatible, with accompanying functions $G_{1}=\delta, G_{2}=1$ and change of variables $\psi(\tau, t)=(\tau, t-\tau)$. Note that, for every $\varphi, \theta \in S_{n}$,

$$
V_{1} \varphi(x, \xi)=\hat{\varphi}(\xi), V_{\delta} \theta(x, \xi)=e^{-2 \pi i x \cdot \xi} \theta(x)
$$

Thus

$$
\begin{equation*}
\left\langle\mathcal{M}_{a}^{1, \delta} \varphi, \theta\right\rangle=\left\langle a, e^{-2 \pi i x \cdot \xi} \theta \otimes \overline{\hat{\varphi}}\right\rangle . \tag{30}
\end{equation*}
$$

Since $e^{-2 \pi i x \cdot \xi} \theta \otimes \overline{\hat{\varphi}} \in S_{2 n}$, the equation (30) shows that the Gabor multiplier $\mathcal{M}_{a}^{1, \delta}$ is welldefined for every $a \in S_{2 n}^{\prime}$.

The Schwartz kernel of $\mathcal{M}_{a}^{1, \delta}$ may be computed directly from (30):

$$
\begin{aligned}
e^{-2 \pi i x \cdot \xi} \theta \otimes \overline{\hat{\varphi}} & =e^{-2 \pi i x \cdot \xi} F_{2}^{-1} \theta \otimes \bar{\varphi} \\
& =\mathcal{F}_{2}^{-1} \mathcal{T}_{-}^{*} \theta \otimes \bar{\varphi} \\
& =\left(\mathcal{T}_{-} F_{2}\right)^{*} \theta \otimes \bar{\varphi} .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
K\left(\mathcal{M}_{a}^{1, \delta}\right)=\mathcal{T}_{-} \mathcal{F}_{2} a . \tag{31}
\end{equation*}
$$

(We could have alternatively applied the formula of Proposition 7 to obtain the same result.) The expression (31) is of course the Schwartz kernel of the Kohn-Nirenberg pseudodifferential operator having symbol $a$. That is, changing notation slightly so that $\sigma$ denotes the Gabor symbol in place of $a$, we have:

Proposition 20. For every $\sigma \in S_{2 n}^{\prime}, \mathcal{M}_{\sigma}^{1, \delta}=\sigma(X, D)$.

This result is of theoretical importance in that it shows Gabor multipliers to be completely general, at least once we allow singular windows. Applying Proposition 8 and the adjoint formula of Proposition 4 yields that

$$
\mathcal{M}_{\bar{a}}^{\delta, 1}=\left(\mathcal{M}_{a}^{1, \delta}\right)^{*}
$$

for any $a \in S_{2 n}^{\prime}$. Thus ( $\delta, 1$ ) too is a singular compatible pair which gives rise to a welldefined Gabor multiplier irrespective of the symbol. Although they are genuine examples of singular compatible windows, the pairs $(1, \delta)$ and (delta, 1 ) do not really give anything new, since Gabor multipliers based on them are just Kohn-Nirenberg operators (or their adjoints) in disguise.

On the other hand, if we let $\alpha$ tend to $\infty$ in the compatible pair

$$
\left(e^{k t-e^{\alpha \tau}}, e^{\kappa \tau-e^{\alpha \tau}}\right)
$$

on $\mathbf{R}^{1}$, we obtain something new, namely the pair

$$
\begin{equation*}
(g(t), \gamma(\tau))=\left(H(-t) e^{k t}, H(-\tau) e^{\kappa \tau}\right), \tag{32}
\end{equation*}
$$

where $H$ denotes the Heaviside jump function and $k, \kappa>0$ are constants. The associated functions $G_{1}(v)=H(-v) e^{(k+\kappa) v}$,

$$
G_{2}(w)=e^{(k H(-w)-\kappa H(w)) w}=\left\{\begin{array}{ll}
e^{k w} & w \leq 0 \\
e^{-\kappa w} & w>0
\end{array},\right.
$$

and the change of variables $(v, w)=\psi(\tau, t)=(\max \{\tau, t\}, t-\tau)$, verify that (32) conforms to the definition of a singular compatible window pair. By Proposition 7 the Gabor multiplier $\mathcal{M}_{a}^{g, \gamma}$ based on the windows (32) has kernel

$$
\begin{equation*}
K\left(\mathcal{M}_{a}^{g, \gamma}\right)=\frac{1}{\langle g, \gamma\rangle} \mathcal{T}_{\psi} \mathcal{F}_{1}^{-1} N_{\widehat{\bar{G}}_{1} \otimes \bar{G}_{2}} F a, \tag{33}
\end{equation*}
$$

provided the latter is well-defined. A short calculation yields that

$$
\frac{1}{\langle g, \gamma\rangle} \hat{\bar{G}}_{1} \otimes \bar{G}_{2}(\eta, y)=\frac{k+\kappa}{k+\kappa-2 \pi i \eta} e^{(k H(-y)-\kappa H(y)) y} .
$$

Note that $e^{(k H(-y)-\kappa H(y)) y}$ is not differentiable at $y=0$, which implies that if $\hat{a}(\eta, y)$ is singular at some point $(\eta, 0)$ then the usual distributional calculus breaks down for the right-hand side of (33). In this case the interpretation of $\mathcal{M}_{a}^{\mathrm{g}, \gamma}$ requires additional clarification (which in practice can be quite straightforward).

We have already pointed out that for any $\gamma \in S_{n}$, the pair $(1, \gamma)$ is compatible, and hence so is its reversal $(\gamma, 1)$. In dimension $n=1$, a limiting case of the latter is the pair

$$
\begin{equation*}
(\gamma, 1), \gamma(t)=H(-t) e^{t} \tag{34}
\end{equation*}
$$

The truncated exponential $\gamma$ in the pair (34) is advantageous for a couple of reasons. Not only is it amenable to explicit calculation, but also the singularity at 0 renders the pair $(\gamma, 1)$ more general than if $\gamma$ were a Schwartz class function, as we will now show. Note first that (34) is singular compatible with associated functions

$$
G_{1}=\gamma, G_{2}=1, \psi(\tau, t)=(t, t-\tau) .
$$

And the Gabor multiplier $\mathcal{M}_{a}^{\gamma, 1}$ makes sense for arbitrary symbol $a \in S_{2}^{\prime}$. Furthermore,

$$
\frac{1}{\langle\gamma, 1\rangle} \hat{\bar{G}}_{1} \otimes \bar{G}_{2}(\eta, y)=\frac{1}{1-2 \pi i \eta}, \mathcal{F}_{1} \mathcal{T}_{\psi^{-1}} \mathcal{T}_{-} F_{2}=e^{-2 \pi i \varphi} F,
$$

where $\varphi(\eta, y)=\eta y$. Thus if a Kohn-Nirenberg operator $\sigma(X, D)$ can be represented as a Gabor multiplier $\mathcal{M}_{a}^{\gamma, 1}$ based on the windows (34), then by (27) the Gabor and KohnNirenberg symbols are related by the equation

$$
\begin{align*}
& \frac{1}{1-2 \pi i \eta} F a(\eta, y)=e^{-2 \pi i \eta y} F \sigma(\eta, y) \\
& \Longleftrightarrow a(x, \xi)=\left((1-2 \pi i \xi) e^{2 \pi i x \xi}\right) * \sigma . \tag{35}
\end{align*}
$$

The equation (35) imposes no restrictions on $\sigma$ for the existence of a corresponding Gabor symbol $a$. In other words, the window pair (34) is completely general:

$$
R\left(H(-t) e^{t}, 1\right)=S_{2}^{\prime}
$$

## SUMMARY

The starting point for the present paper was the two-fold premise that (i) in practice one often encounters linear operators in Kohn-Nirenberg form, $\sigma(X, D)$, and that (ii) it is of interest both from the numerical and analytical points of view to express such an operator as a Gabor multiplier $\mathcal{M}_{a}^{\mathrm{g}, \gamma}=V_{\gamma}^{*} N_{a} V_{g}$, for some choice of localizing windows $g, \gamma$. We have determined a class of window pairs, namely, compatible pairs and singular compatible pairs, for which there exists an explicit formula by which to compute the Gabor symbol $a$ in terms of the given Kohn-Nirenberg symbol $\sigma$. More precisely, the ratio $\hat{\sigma} / \hat{a}$ of the Fourier transforms of the symbols is given in terms of the windows by the expression

$$
\begin{equation*}
\frac{e^{2 \pi i \varphi}}{|\langle g, \gamma\rangle|^{2}}(\hat{\bar{g}} * \hat{\gamma}) \otimes(\bar{g} * \tilde{\gamma}) \tag{36}
\end{equation*}
$$

where the phase function $\varphi$ is

$$
\begin{equation*}
\varphi(\eta, y)=\eta \cdot\left(y-\left(\frac{(g X) * \tilde{\bar{\gamma}}(y)}{g * \tilde{\bar{\gamma}}(y)}-\frac{\langle g X, \gamma\rangle}{\langle g, \gamma\rangle}\right)\right) . \tag{37}
\end{equation*}
$$

Extreme value windows are a particularly interesting example of compatible windows which are approximately causal (or reverse causal), and are more general than Gaussians with respect to the representation of linear operators. The class of singular compatible windows includes window pairs in terms of which every linear operator may be represented as a Gabor multiplier. Within this framework, the Kohn-Nirenberg formulation itself is an example of a Gabor multiplier, based on the singular window pair $(1, \delta)$. These results offer the prospect of investigating (or evaluating) particular linear operators, for example partial differential operators or nonstationary filters, in terms of their myriad representations as Gabor multipliers.

In conclusion we mention a couple of open problems stemming from the present paper. Concerning the formula (36) for the ratio of the transformed symbols, it is known to be valid for compatible and singular compatible windows. But are there other, noncompatible windows for which it is also valid? More generally, is there a broader class of window pairs, for which formulas analogous to (36) and (37) can be obtained?
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